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Abstract— A self-balancing two-wheel Segway is a multivariable, nonlinear, coupled and unstable personal 
transport that is among the benchmarks of under-actuated systems to test different control schemes. The proper 
operation of the system needs stable and robust controllers for the balancing and direction of the Segway. Stable 
and robust performance of such systems can be achieved using adaptive, optimal and non-linear control 
schemes. A conventional sliding mode controller is a nonlinear controller, considered a robust controller except 
for the chattering problem that can be solved using higher order sliding mode controllers such as a supper 
twisted sliding mode controller (STSMC). In this research, STSMC is proposed for balancing and PID controller 
for direction control of a self-balancing Segway. To solve the impacts of design technique, skill, and experience 
of the designer on the control schemes, controllers are tuned using metaheuristic optimization algorithms, 
namely Grey wolf algorithm (GWO), Genetic Algorithm (GA), and Particle Swarm Optimization (PSO) 
technique. The overall system has been implemented in MATLAB/Simulink, and performance evaluations have 
been executed for the time domain specifications of settling and rise times as comparison criteria for the Segway 
operating conditions of variable driver mass and tilt angles. The results show relatively quick responses - for 
initial pitch angel of 0.3 rad, and initial yaw angle of 0.1 rad – of GWO-STSMC and GWO-PID controllers. For 
variable driver mass and constant initial tilt angles, the pitch response is found to be less sensitive to the increase 
in mass of the driver for GWO-STSMC, while the yaw angle response shows a slight sensitivity decrease for 
GWO-PID controller. For variable initial tilt angles and constant mass of the drive, both GWO-STSMC and GWO-
PID controllers show the capability of tracking the reference pitch and yaw angles. 

 
Keywords— Self-balancing Segway; Metaheuristic optimization algorithms; Genetic algorithm; Grey wolf 
algorithm; Particle swarm optimization; Supper twisted sliding mode controller; PID controller.  
     

1. INTRODUCTION  

These days, fast growth of urbanization, population growth, increasing transportation 

demand, fast depletion of fossil fuels, ever increasing traffic and global worming issues are 

urging the development of personal transportations that are compact, energy efficient, 

environmentally friendly, low cost and portable. Among a wide variety of electric vehicles,     

e-scooters such as Self-balancing Segway are personal transportation technology that are 

portable, compact, nearly zero fuel cost and contributes a lot to global environment challenge 

by which they are the best competent to the ever-increasing traffic. However, the revolution 

of suck kinds of electric scooters also has challenges of lack of well-defined rules and 

regulations to reduce accidents; so development of rules and regulations all over the world 

that govern the use of such e-scooters is crucial [1-7]. 
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 The Segway is a multivariable, nonlinear, coupled, and unstable under actuated system. 

The basic principle of the Segway and others like self-balancing two-wheeled mobile robots is 

based on the principle of inverted pendulum. The Segway can move forward, backward, turn 

directions left and right where all these riding activities need balancing and direction 

controllers. Practically, disturbances, parameter uncertainties and terrain inclinations are 

common causes that may result in loss of system stability and performance degradation unless 

robust control schemes are used. Robust controllers for multivariable, nonlinear, coupled and 

unstable systems can be summarized as nonlinear controllers like sliding mode controller, 

optimal controllers, adaptive controllers and hybrid controllers where the overall performance 

of these control schemes can be affected by the design approach, the skill, experience of the 

designer and accuracy of the mathematical model of the system [8-19]. Large number of 

research articles related to control of self-balancing Segway are available where majority of the 

researches did focus that multivariable, nonlinear, unstable, strong coupling and complex 

systems can show robust performance under different disturbances and uncertainty 

conditions for the controllers of nonlinear such as sliding mode controllers, optimal 

controllers, adaptive controllers and hybrid of intelligent algorithms such as neuro-fuzzy, 

fuzzy sliding mode, self-tuning fuzzy-PID, optimally tuned PID controllers, robust adaptive 

LQR, ANFIS, and etc. The conventional sliding mode controller is considered as a robust, less 

complex and low computational requirement to implement widely applicable to 

multivariable, nonlinear and coupled systems except chattering problem. There are a number 

of techniques to solve the chattering problem of the conventional sliding mode controller such 

as higher-order sliding mode controllers, hybrid fuzzy sliding mode, supper twisting sliding 

mode controller, adaptive supper twisting sliding mode controller, terminal sliding mode 

controller, and etc., [9, 11, 19-24]. An adaptive neural network based PID control of an inverted 

pendulum has been proposed in [21] where the capability of the algorithm is verified using 

simulation results. Robust controller of a Segway has been proposed in [25] and verified using 

the simulation result under the conditions of different uncertainties. However, the technique 

of achieving optimal combinations of the controller parameters is not covered. An extended 

Kalman filter based robust controller for a self-balancing robot has been proposed in [26]. The 

performance comparison of the proposed controller with a conventional sliding mode 

controller showed the effectiveness of the proposed controller. However, the impact of design 

approach is not addressed. A low-order robust controller for self-balancing control of two-

wheel bicycle has been proposed in [27, 28] where the effectiveness of the algorithm is verified 

using simulation results under the conditions of external disturbance and model uncertainty. 

An extended state observer based robust nonlinear PID controller for a two-wheel self-

balancing mobile robot is proposed in [29] where the robustness of the controller is verified 

using simulation results. A novel backstepping linear quadratic Gaussian controller for self-

balancing inverted pendulum has been proposed in [30] and performance evaluation in 

comparison with optimal PID and other robust algorithms from literatures under external 

disturbance uncertainties has been verified using simulation results. An adaptive observer 

based sliding mode controller to control a self-balancing mobile robot with two wheels has 

been proposed in [31] and performance tests under the operating conditions of external 

disturbance and terrain inclination has been verified using simulation results. The authors in 

[9] proposed fuzzy logic control system for a Segway type mobile robot and performance 

evaluation has been done using simulation results. However, manual design approach of the 
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proposed controller has been considered. In [8], fuzzy-PID modified state feedback controller 

has been proposed to control a two-wheel inverted pendulum. The simulation results revealed 

the effectiveness of the proposed combination of control algorithms. However, commutation 

requirement for practical implementation, optimal design approach and skill requirement to 

design the fuzzy part issues is not considered. The authors in [32] proposed interval Type-2 

fuzzy logic-based balancing and direction control of mobile wheeled inverted pendulum and 

simulation-based verification has been done. In summary, the robustness of the controller is 

highly affected by the design approach, the model, skill and experience of the designer apart 

from the control scheme. These challenges can be solved if the optimal combinations of the 

corresponding controller parameter values are tuned using metaheuristic optimization 

algorithms such as Particle Swarm Optimization (PSO) technique, Genetic Algorithm (GA), 

Cuckoo Search (CS), Artificial Bee Colony (ABC), Firefly Algorithm (FFA), Bat Algorithm (BA), 

etc., [18, 33-36]. Authors in [33] proposed adaptive controller for a self-balancing robot where 

the controllers PID and LQR parameters are tuned using colonial selection algorithm (CSA) 

and performance evaluation has been done using simulation results. PSO based LQR 

controller for self-balancing mobile robot is proposed in [37] where simulation-based 

effeteness verification has been done. The research in [38] proposed a modified integral sliding 

mode controller based on neural network to enhance the performance of conventional sliding 

mode controller, modified PSO and modified Cuckoo search algorithms are used to tune 

controller parameters. The effectiveness of the proposed controller is verified based on the 

numerical simulation results of the overall system. Classical PID, GA tuned PID and Model 

Predictive controllers are proposed to control a self-balancing Segway [39]. The performance 

evaluation based on the online control showed that model predictive controller has superior 

performance. GA and bacteria foraging optimization (BFO) tuned optimal LQR controller for 

a Self-balancing Segway has been proposed in [40]. The performance comparison showed that 

BFO-LQR has reduced percentage overshoot and rise time relative to GA-LQR. Fuzzy logic 

and GA tuned LQR controller for a two-wheeled mobile robot has been proposed in [41]. 

Summation based performance evaluation showed superior performance of fuzzy-GA-LQR 

compared to Fuzzy-LQR controller.  

In this research, metaheuristic optimization algorithms such GWO, GA and PSO are 

formulated to tune optimal combinations of controller parameter values of STSMC for 

balancing and PID for direction control application of a self-balancing Segway by which the 

impacts of design technique, skill and experience of the designer on the effectiveness of the 

controller can be reduced. The complete system has been modelled and implemented in 

MATLAB/Simulink. The performance comparison of the corresponding tuned controllers 

(STSMC and PID) using GA, GWO and PSO has been done using time domain performance 

comparison criterions of rise time and settling time under different test conditions of drive 

mass and initial tilt angles (pitch and yaw) variations of the Segway. The contents of the 

research are organized in to six sections. The second section is all about the description of the 

Segway, parts, principle and the control system architecture of the self-balancing Segway. The 

mathematical modelling tasks are presented in section three of the research. Section four is all 

about the problem formulation and the corresponding controllers tuning task for the specified 

application using the proposed optimization algorithms. The results and the corresponding 

discussions are summarized in section five of the research and section six is the conclusions of 

the research. 
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2. SELF-BALANCING SEGWAY  

In general, a self-balancing scooter (can be hover board, Segway, electric scooter or self-

balancing board) is a two-wheel self-balancing transport system that comprises of two wheels 

driven by two electric motors and the body of the scooter with the steer handle bars. The 

wheels are connected to pads where the driver puts their feet to control different movements 

of the scooter such as forward/backward movements and left/right direction turnings of the 

system. When the passenger needs to move backward or forward, the passenger or the driver 

simply leans backward or forward. If the driver needs left or right turn, tuning the lean steer 

handlebars to the right or left direction is required. If the driver stands upright, the Segway 

stops. The Segway, apart from the wheels, the body with handlebars and the electric motors, 

comprises of a series of sensors and a microcomputer system where the control algorithms and 

other required features are programmed. The Segway system controller knows the situation 

of the driver lean backward, forward, upright position or tuning the handlebars right or left 

and takes corrective action where this is possible using the proper coordination of the 

microcomputer with the control algorithm and the sensors. Fig. 1 shows the schematic 

diagram of the possible riding positions of the Segway [2, 42]. 

 

(a) 

 

(b)  
Fig. 1. Segway positions for different ridings: a) forward and backward rid positions; b) left and right turns. 

 

In this research, STSMC is proposed for the balancing and PID control scheme is 

proposed for right and left tuning of the Segway where the corresponding control scheme 

parameter values are tuned using metaheuristic optimization algorithms of GWO, GA and 

PSO. In block diagram form, the complete Segway control system and the components is 

presented in Fig. 2. The block diagram comprises of the plant (the Segway and actuators), the 

balance controller, STSMC and direction controller, PID. The errors, e1 and e2 are the errors for 

the pitch and yaw angles respectively. U1 and U2 are control inputs to the actuators of the 
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Segway using STSMC and PID controllers respectively. θref and δref are reference pitch and 

yaw angles respectively. 

STSMC-for Balance

PID-for Direction

+
_

+_
Segway & 
Actuators

Yaw 
Angle

Pitch 
Anglee1

e2

U1

U2

θref

δref

 
Fig. 2. Block diagram of the Segway control system. 

3. MATHEMATICAL MODEL OF THE SEGWAY 

Mathematical modeling of a system can simplifies the required analysis and controller 

design tasks where accuracy of the model affects the overall performance of the system.             

So, producing comprehensive mathematical model of the Segway that incorporate possible 

behaviors of the system can improve overall accuracy of the analysis and controllers                   

[11-13, 15, 16, 27]. The Segway comprises of the physical body and two-wheel driven by DC 

motors as shown by the free body diagram in Fig.3. The free body diagram for the two wheels 

is given in Fig. 3(a) and for the Segway is given in Fig. 3(b) [11-13, 26]. Table 1 gives summary 

of parameters, values and descriptions for the Segway [26]. 

Table 1. Parameters of the Segway. 

Symbol Value/unit Description 

θ Degree Pitch angle 

δ Degree Yaw angle 

MW 6 Kg Mass of the wheel 

MB 90 Kg Mass of the body 

R 0.2 m Radius of the wheel 

L 1 m Distance between z-axis and gravity centre of Segway 

D 0.6 m Distance between the contact patches of the wheel 

𝑔 9.8 m/s2 Acceleration due to Gravity 

TL, TR N.m Left and right wheel input torques 

HTL, HTR N Friction between the two wheels and the ground 

HL, HR N Reaction forces on both wheels 

JTL, JTR N.m Rotating body Inertia moments along x-axis 

θWL, θWR rad Left and right wheels pitch angles 

JB N.m Chassis Inertia moment along z-axis 

Mathematical modelling process of a complete Segway system needs many equations 

and as much as possible, unnecessary substitutions, re-arrangements, additions, 

multiplications, and derivative stages are reduced by incorporating the concepts in the 

equations considered and presented. Eq. (1) shows the expressions for summation of torques 

(ΣMO) about x-axis, summation of torques ( J ) on the chassis along y-axis, summation of 
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forces ( Mx ) on the wheels, summation of forces along y-axis on the chassis (ΣFy) and the 

distance travelled by the chassis (xB). 

 

y

y

  

(a)  (b)  

Fig. 3. Free body diagrams of the self-balancing Segway: a) right and left wheels; b) scooter body [11, 27]. 
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Applying Newton’s second law of motion for the rotating part, Eq. (2) is summary of 

expressions for summation of moments for both left ( WL WLJ  ) and right ( WR WRJ  ) wheels, and 

segment distance for both wheels (xWL) and (xWR). 

O WL WL L TL

O WR WR R TR

WL WL

WR WR

M I J T H R

M I J T H R

x R

x R

      


     


 
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



                                                                                                  (2)

 

Following similar laws of motion, Eq. (3) gives expressions for summation of acting 

forces on both left and right wheels along x (ΣFx) axis and y (ΣFy) axis. 
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Average of segment length that is circumference of both wheels characterized by linear 

moment of the chassis (xWM), the yaw angle (δ) that is due to rotation rate of wheels change 

and moment of inertia of the wheels (JwR = JwL) where the total moment of inertia can be 

summation of all moments of inertia involved such as the chassis and riser’s moment of inertia 

in addition to the wheel moment of inertia are summarized by expressions in Eq. (4).

WL WR
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                                                                                                                              (4)
 

The schematic diagram representation of the DC motor used as actuator in the Segway 

is given in Fig. 4 [26] and Table 2 shows the technical data sheet of the corresponding DC-

motor. In the diagram, va is the applied input voltage to the motor armature, ia is the armature 

current flowing and TL/R is the generated torques for both the left and right motors. 

va ta.

r L

ve

TL/R

ia

 
Fig. 4. Schematic diagram of the DC motor used as actuator in the Segway. 

 

Table 2. DC motor parameters. 

Symbol Description Value  

r Armature Resistance 2.5 Ω 

L Armature Inductance 0.5 mH 

𝑉𝑎 Armature Voltage 24 V 

𝐾𝑡 DC motor back emf. constant 0.58 Vs/rad 

𝐾𝑚 DC motor torque constant 0.58 Nm/A 

𝐽𝑅 Moment inertia of the motor 0.02 kg.m2/s2 

Applying Kirchhoff’s voltage law, ohms law, Newton’s second law of motion and by 

doing the necessary substitutions and re-arrangements, the summary of expressions for the 

torque generated (TL/R) and the back emf (ve) linearly related to wheel angular velocity where 

Kf  is considered as the friction constant and ta is the load torque are described by Eq. (5). 
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Based on the expressions in Eqs. (1)-(5), doing the required substitutions, derivatives and 

multiplications, Eq. (6) gives summary of expressions for horizontal reaction forces between 

the wheels and the ground (HTL and HTR) that is described in terms of the segment of both 

wheels (xWL and xWR) and summation of the left and right wheels moment (
WL WLJ   and right 

WR WRJ  ), the armature current (ia) derived using the relations between the motor voltages ( left, 

vL  and right, vR), the back emf (ve) and the control torques for the left (TL) and right (TR) 

wheels by assuming the inductance L is zero. 
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                                                                                                                   (6) 

Approximating the friction constant and load torque to zero, expressions for the left and 

right motor torques (TL/R) and expressions for control torques (Tθ and Tδ) for the pitch and yaw 

angles that is a function of control voltages (vθ and vδ) for the pitch and yaw angles the left and 

right motor control torques (TL and TR), the chassis linear moment position (xwm) and yaw 

angle (δ) are described in Eq. (7) where control voltages for the pitch and yaw angles are 

function of both the left and right wheel motors, vθ  = vL + vR and vδ = vL + vR that need 

decoupling to reduce loop interaction and simplify controllers design. 
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                                                                                    (7) 

Summarizing the intermediate tasks of multiplication, subtraction, derivatives and 

substitutions, the differential equations for the Segway are given in Eq. (8). 
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Jordan Journal of Electrical Engineering. Volume 10 | Number 4 | December 2024                                                 602 

 

 

where, 

   
    

 
   

   

 
     

 
    

 

 
    

 

 
     

2

2

2

2

1

2

cos3
2

4

2 sin3
sin cos

4

2 (1 cos3

4

cos3
2

4

3
in

4

13 1

4

B w

w B

W B

B

W B

B

B W

w B

B W

B

B W

B

L R

M Lcos M R
d M M

L

g M M
h M

L

M M sin
k

M L RL

M Lcos M R
z M M

L

M Lcos M R gsin
w M Ls

L

M Lcos M R sin
x

M L R

U T T

U

 



  

 


 


 
 

 



  

 
  

 

  
   

 


   


  

 
 

 

L RT T   
For the state variables, x1 = θ, x2 = θ̇, x3 = x , x4 = 𝑥̇, x5 = δ and  x6 = δ̇, state equations 

of the Segway can be given by expressions in Eq. (9). 
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Loop interaction in multi-input multi output (MIMO) systems is inherent feature that 

makes difficult to adapt the control design techniques like the case in single input single output 

(SISO) systems.  

Thus, unwanted cross interaction effect among the loops can be removed using an 

appropriate decoupling technique by which the corresponding controllers design can be done 

based on the SISO design approaches even though interaction suppression among the loops is 

a challenge. Literatures summarize the decoupling techniques into dynamic, static and 

approximate decoupling approaches. 

Dynamic decoupling can eliminate the interaction among the loops, static decoupling 

can eliminate interaction in the steady-state condition and approximate decoupling approach 

approximates the transfer function approximately equal to the bandwidth where the loop 

interaction is too much around that frequency.   

Thus, Eq. (10) is used as decoupling transformation for vθ and vδ (vθ = Vθ,  vδ = Vδ) to the 

left, vL  and right, vR  (vL = VaL, vR = VaR) wheel motors voltage and it is also the approximation 

of voltage for the pitch and yaw angles [26, 27]. 

aL aR

aL aR

V V V

V V V





 


 
                                                                                                                         (10) 

Further re-arrangement and substations we can get the expressions for the right and left 

wheel motors input voltage expressions as shown in Eq. (11). 
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
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                                                                                                                       (11) 

Based on the interaction level and the corresponding voltage assumption expressions in 

Eq. (11), the system with decoupler is represented by the block diagram in Fig. 5. It is a two 

input (reference pitch angle, θref and reference yaw angle, δref) and two output (angle, θ and 

yaw angle, δ) MIMO system where the pitch angle controller, STSMC, is to keep the balance 

and PID is used for direction control of the Segway.  

The controllers output is input to the decoupling unit and the output is applied to the 

corresponding DC motors so that necessary torque can be produced for the balancing and 

direction control of the Segway. In the diagram, D1 = D2 = D3 = 0.5 and D4 = -0.5.  
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Fig. 5. Block diagram of the system with decoupler. 

4. CONTROLLERS’ DESIGN  

Summary of related research articles about control of the self-balancing Segway done in 

section two of this research shows that robustness of the multivariable, unstable and nonlinear 

systems can be achieved using nonlinear controllers, adaptive controller, optimal and hybrid 

controllers where the design technique, the skill and experience of the designer can affect the 

performance of the controllers. In this research, optimal combination of parameter values 

STSMC for balancing and PID for direction control of the Segway respectively is tuned using 

metaheuristic optimization algorithms of GWO, PSO and GA. Subsections below are summary 

of the corresponding controller algorithms, the optimization algorithms, problem 

formulations, the tuning procedures, the required parameters values, convergence curves and 

tuned controller parameter values using the corresponding algorithms. 

4.1. Balancing and Direction Controller for the Segway 

The Segway control system controls the balance using STSMC and direction using PID 

controller. The STSMC has three unknown parameters and the PID controller has three 

unknowns to be determined using the proposed optimization algorithms. 

i)  STSMC for Segway balancing control:  Sliding mode control is widely known as a nonlinear 

control algorithm having the features of robust, simple design/tuning approach and less 

processor computation requirement for practical implementation. There are first order 

and higher order sliding mode control algorithms where the higher order is 

advancement to the first order algorithm having the advantage of eliminating chattering 

problem of the first order sliding mode control algorithm. Sliding mode control has two 

basic advantages such as the system response will not be affected by 

uncertainties/disturbances and by selecting specific sliding function; the dynamic 

behaviour of the system can be modified. Apart from handling nonlinearity, robustness, 

simplicity and less computation requirement feature, sliding mode control can reduce 

complexity of feedback design by allowing by decoupling the system to separate, partial 

and small components. Eq. (12) shows the expression for the switching control for the 

conventional sliding mode control algorithm where k is a positive constant and sgn (s) 

is a symbolic function [20, 24, 30]. 

𝑢𝑠𝑤 = −𝑘𝑠𝑔𝑛(𝑠) 
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where 

𝑠𝑔𝑛(𝑠) = {

−1        𝑖𝑓   𝑠 < 0
0          𝑖𝑓   𝑠 = 0
+1       𝑖𝑓   𝑠 > 0

                                                                                                     (12) 

The expression in Eq. (12) can have chattering problem especially at high switching 

frequency. The chattering problem of first order sliding mode controller can solved by smooth 

approximation to substitute the discontinuous sign with an equivalent continuous smooth 

approximation. However, this approach can make the controller to loss robustness. Second 

order sliding mode controllers can solve the problem of chattering and keep the robustness. 

Supper twisting sliding mode controller is among second order sliding mode controllers that 

can eliminate chattering and is robust [20, 24]. In this research, the stability proof of the 

proposed STSMC is done using quadratic like Lyapunov functions by which explicit relation 

for the controller parameters can be obtained. Sliding mode controller design has two steps of 

sliding surface and control input design steps. Accordingly, Eq. (13) is expression for the 

sliding surface where, s is sliding surface, e is error and c must satisfy the Hurwitz condition 
 

s ce e                                                                                                                                     (13) 
 

Eq. (14) shows the expressions for pitch angle tracking error where 𝑥1𝑟𝑒𝑓 = 𝜃𝑟𝑒𝑓 , the 

reference value of pitch angle. 
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                                                                                                                  (14) 

Thus, we have expressions in Eq. (15). 
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                                                                                          (15) 

Eq. (16) shows the expression for the Lyapunov candidate function. For the balancing 

Segway to be on the surface, stability requirement of Lyapunov, i.e., 𝑠̇𝑠 < 0, must be satisfied. 
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                                                                                   (16) 

Thus, the conventional sliding mode controller can be expressed by Eq. (17) where 

𝑐 𝑎𝑛𝑑 𝜂 are constants. 
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,ref refc x x f x f x x x
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


                                                             

              (17) 

The two parts of the conventional sliding mode control in Eq. (17) is given by Eq. (18). 
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Like the conventional sliding mode control algorithm in Eq. (18), STSMC algorithm in 

Eq. (19) comprises of two parts where the first part is a discontinuous function of sliding 

variable and the second part is a continuous function of its derivative to eliminate chattering 

where C1and C2 are constants [20, 24]. 
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                                                                                                               (19) 

The proposed STSMC can be described in compact from by Eq. (20). 

1 eq cU u U                                                                                                                                     (20) 

By substitution, the proposed STSMC can be expressed by Eq. (21) where C1, C2 and c 

are parameters of the proposed controller for balancing. 
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                                                                              (21) 

(ii) PID controller for direction control of Segway: PID control algorithm is known as simple to 

design, less complex for implementation and widely applicable to different processes 

control application. Eq. (22) shows the mathematical representation of the algorithm for 

the direction control application of the Segway where, 𝛿𝑟𝑒𝑓 is the reference yaw angle, 

𝛿𝑎𝑐  is measured value of yaw angle and  kP, ki and kd are PID controller gains. 
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                                                                                  (22) 

The robustness of the PID and STSMC controller is highly dependent on the technique, 

the skill and experience of the designer. The impact of these factors can be solved by using 

metaheuristic optimization techniques so that optimal combinations of the corresponding 

controller parameter values to achieve robustness can be tuned.    

4.2. STSMC and PID Controllers Tuning Using GWO, PSO and GA 

The balancing and direction controllers’ parameter values in this research are proposed 

to be tuned using optimization algorithms of GA, PSO and GWO. Accordingly, GWO, PSO 

and GA are formulated to tune optimal controller parameters of STSMC for balancing and PID 

for direction control of Segway.  

4.2.1. Overview of GWO, PSO and GA 

Recent rapid development of metaheuristic optimization algorithms such as Particle 

Swarm Optimization (PSO) technique, Genetic Algorithm (GA), Cuckoo Search (CS), Artificial 

Bee Colony (ABC), Firefly Algorithm (FFA), Bat Algorithm (BA), etc., increased the 

opportunity of designing/tuning optimal variable for a certain application [34, 36]. 
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(i) Grey-wolf algorithm: The grey wolf algorithm is among nature inspired metaheuristic 

optimization algorithms inspired by hierarchy, structured living style and hunting for 

prey behaviours of grey wolfs. The grey wolfs pack consists of four packs such as Alpha 

(α), Beta (β), Delta (δ), and Omega (ω) where their role in the pack is different as shown 

in Fig. 6 [36, 43]. 

Alpha, the leader of 
the pack

Beta supports alpha 
for decision making

Omega, the weak 
group in the pack

Delta, protects the 
pack

Alpha (α) 

Beta (β)

Delta (δ) 

Omega (ω)
 

Fig. 6. Hierarchy of grey wolfs. 

From the hierarchy wolfs diagram in Fig. 6, alpha (α) wolfs play the leading role, beta 

(β) ranking of the hierarchy represents the wolfs that are dedicated in assisting the alpha 

ranking of wolfs in decision making and other activities. Beta wolf accepts order from alpha 

wolf, confirms and feedback to the alpha wolf. The beta wolves’ gender can be male or female 

and these wolfs will be candidates to become alpha when alpha wolves become old or die. The 

third rank, the delta (δ) wolfs are scouts, care takers, elders, sentinels and hunters and they are 

dominant over the omega wolf (the lowest ranking of the fray wolf). The social hierarchy, the 

tracking, the encircling, and the prey attacking activities of the gray wolves are considered in 

the mathematical modeling of the algorithm [36, 43-44]. 

Social hierarchy: In the social hierarchy of gray wolves, alpha (α) is considered as the 

fitness solution, beta (β) is the second-best solution, delta (δ) is the third best solution and other 

candidate solutions are considered as omega (Ꞷ). In modeling gray wolves as an optimization 

algorithm, the hunting process is guided using α, β, δ and the omega (Ꞷ) wolves follow the 

three wolves. 

Encircling prey: The gray wolves encircle their target during hunting operation and this 

behavior can be described the expressions in Eq. (23). 
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where, t is current iteration,  and CA
r r

 are vector coefficients, PX
r

 is position vector of the prey, 

and X
r

 is position vector of a grey wolf. Eq. (24) shows the expressions to calculate the vectors,

 and CA
r r

. The components of a
r
 are linearly vary from 2 to 0 in the range of iterations  and r r1 2

r r
 

that are random vectors range in between [0, 1].  

.

.

A a r a

C r

ìï = -ïï
í
ï =ïïî

1

2

2

2

r r r r

r r                                                                                                                             (24) 

Hunting: The best solutions saved so far are used for mathematical representation of the 

gray wolves hunting action and based on the best search agents’ status, the remaining search 
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agents including omega adjust their position. The expressions in Eq. (25) are suggested for 

these activities. 
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Attacking prey (exploitation): The hunting process of the prey by wolfs will end by 

attacking the prey when the prey stops moving. Convergence of the candidate solution will 

not be guaranteed, and convergence will be assured when |A|≥1. To assure convergence, the 

value for |A| < 1 is recommended. 

Search for prey (exploitation): The search process of the grey wolfs is based on the position 

of alpha, beta and delta. The wolfs move randomly to search for the prey and come to converge 

where there is prey and to attack the prey. To diverge from the prey, the control parameter A 

should be greater than one or less than -1. 

Grey wolfs hunting process is summarized as searching for the prey, tracking, chasing, 

approaching the prey, pursing, encircling, harassing the prey until the prey stop movement 

and attacking. The procedures of the GWO algorithm can be summarized as population 

initialization, parameters (α, A, C, Max Generation), fitness calculation for the three best 

hierarchy of wolfs, position update, parameters update, update the fitness values, check for 

termination criterion and converge with optimal tuned values of criterion is reached otherwise 

the process will be restarted. 

(ii) PSO: It is among nature inspired metaheuristic optimization algorithms inspired by 

the social interactions and movements of insects, birds, and fish. It employs a swarm of 

particles that navigate the search space to find the best solution. Each particle modifies its 

movement based on its own history and that of other particles. Application of PSO for tuning 

or design activities can be summarized by the procedures: population initialization, assign the 

best values: 𝑝𝑏𝑒𝑠𝑡  and 𝑔𝑏𝑒𝑠𝑡, position and velocity update using the expressions in Eq. (26) and 

termination based on achievement of maximum number of generations or pre-set termination 

criterion is met [29, 32-34]. 
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                                                                             (26) 

where, vi is ith particle velocity  at iteration t, xi is ith particle current position at iteration t, c1, c2 

are individual and social cognitive constants, θ is inertia weight factor, r1, r2 are random 

numbers between 0 and 1, t is iteration pointer, pbest,i  is ith particle best value and gbest,i  is global 

best. 

(iii) GA: GA is among nature inspired metaheuristic optimization algorithms inspired by 

the biological principal of natural selection, where the strongest individuals will survive 

and reproduce. In the GA the individual parameters are encoded as strings of numbers 

called chromosomes. The process starts by creating a random population of potential 

solutions; these are then evaluated using a fitness function. A weighted roulette wheel 

selection method is then used to find the strongest members of that population to pass 
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them through to the next stage, crossover. The crossover stage selects two random parent 

chromosomes and combines them to form two child chromosomes. Mutation is the final 

stage, where single elements may be randomly swapped to create a more diverse 

population. The process then starts again with the new population and repeats until 

convergence is achieved or the specified number of iterations is reached. In GA’s the 

value of fitness represents the performance which is used to rank 0 and the ranking is 

then used to determine how to allocate reproductive opportunities. This means that 

individual with a higher fitness value will have a higher opportunity of being selected 

as a parent. The fitness function is essentially the objective function for the problem       

[34, 40, 41]. 

4.2.2. Objective Function 

The problem formulation process is to adapt metaheuristic optimization algorithms for 

the parameters tuning tasks that need defining appropriate objective function to evaluate the 

fitness value of the populations of the proposed approach. Availability of different 

performance indices to be used as objective functions is presented in literatures even though 

the objective function depends on the type of problem to be solved. Some of the most widely 

used performance indexes are Integral Absolute Error (IAE), Integral Square Error (ISE), 

Integral Time Absolute Error (ITAE), Integral Time Square Error (ITSE), Integral Error (IE) and 

Mean Square Error (MSE). Eqs. (27) and (28) give the corresponding mathematical expressions 

of the performance indexes described [34, 35, 36]. 
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In this research, the system is a MIMO system and Eq. (29) shows the expression for the 

objective function that can minimize the error as a sum of two error functions, e1(t) = θref – θ, 

e2(t) = δref – δ where θ and δ are the pitch and yaw angles respectively. 

    1 2
0

J ITAE t e t e t


                                                                                                       (29) 

4.2.3. Algorithms, Control Parameters and Tuned Optimal Values 

Based on the objective function, the system model, the parameters that can control the 

speed and convergence of the corresponding algorithms and the procedure of each algorithm 

is depicted in Fig. 7. Fig. 7(a) shows the procedures of the corresponding algorithms for the 

defined application. The system diagram in Fig. 7(b) shows the model and the communications 
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between the MATLAB/Simulink model and the tuning algorithms. The algorithm controller 

parameter values are presented in Table 3.  
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 (b) 
Fig. 7. a) GW, PSO and GA based controller tuning procedures and parameter values; b) proposed diagram for 

balancing and direction control. 

In Figs. 7(a) and (b), there are numbers in circles to indicate the communication between 

the algorithm and system model during tuning process. The upper and lower bounds of the 

corresponding controller parameters are summarized in Table 4.  

Accordingly, the tuning process has been done and the corresponding convergence 

curves for each algorithm and tuned controller parameter values of both STSMC and PID are 

presented in Table 4 where Lb stands for the lower boundary and Ub stands for the upper 

boundary of the controller parameter values. 

The tabular summary shows that for equal number of iterations (30), the best value for 

each algorithm is 0.011, 0.012 and 0.017 for GWO, PSO and GA based tuning process 

respectively. From the convergence curve plots in Fig. 8, GWO converges fast compared to 

PSO and GA based approaches.  



611                                                    Jordan Journal of Electrical Engineering. Volume 10 | Number 4 | December 2024 
 

 

The probability and speed of convergence the metaheuristic optimization algorithms is 

highly dependent on the algorithm controller parameter values selection process where 

experience of the designer plays the role apart from the computer where the tuning process is 

to be done [34, 36]. 

Table 3. Algorithm’s control parameters. 

Algorithm Parameter Value 

GWO 

Number of search agent 20 

Maximum number of iterations 30 

Random vectors, r1,  r2 0, 1 

Coefficient vectors, c1, c2 0, 2 

PSO 

Number of particles, P 20 

Maximum number of iterations 30 

Inertia weight (θ) 
θmin 0.2 

θmax 0.9 

Individual cognitive (c1) 1 

Social cognitive (c2) 2 

 

 

GA 

Population size 20 

Maximum generation 30 

Cross over rate 0.8 

Selection                                         Roulette wheel 

 

Table 4. Boundary and tuned controller parameters. 

 
 
 
 
 
 
 

 
 

 

 
Fig. 8. Convergence curves of GW, PSO and GA for the specified application. 

Controller  Parameter 
Boundary values Tuned values 

Lb Ub GWO PSO GA 

 

STSMC 

c 0.0001 15 1.19 0.89 6.21 

C1 0.0001 15 1.06 4.53 14.98 

C2 0.0001 15 10.47 7.41 14.97 

 

PID 

kp 0.0001 600 598.38 452.42 535.3 

ki 0.0001 600 587.71 435.44 332.5 

kd 0.0001 600 61.81 62.79 94.34 

Best values 0.011 0.012 0.017 

Fi
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5. RESULTS AND DISCUSSIONS 

The overall system implementation is done in MATLAB/Simulink and results analysis 

is done based on the simulation responses using time domain performance comparison 

criterions of rise time and settling time for the closed loop system for operating conditions of 

variable mass and variable initial tilt angles (pitch and yaw angles). The open loop and closed 

loop system responses are analysed.  

5.1. Open-Loop Responses 

In literatures, it is summarized that the self-balancing Segway is unstable. Stabilizing 

and robust controller for the balancing and direction are required. Figs. 9(a) and (b) are the 

open loop responses for balancing and direction of the Segway respectively. The open loop 

response plots for the pitch and yaw angle show that the system without controllers is 

unstable. 

5.2. Closed-Loop Responses 

The complete closed loop MATLAB/Simulink model of the Segway is given in Fig. 10. 

In the diagram, STMC is the supper twisting sliding mode controller for balancing of the 

Segway, the PID block is the corresponding controller for the Segway direction components.  

The test conditions considered are mass variations and initial tilt angles (pitch and yaw) 

variations. 

  

(a) (b) 

Fig. 9. Segway open-loop responses for: a) balancing; b) direction. 

 
Fig. 10. MATLAB/Simulink block diagram of the system. 
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5.2.1. Initial Responses 

The initial response is for the constant tilt angles and constant mass. For the reference 

values of 0 rad pitch and yaw angles with initial tilt angles of 0.3rad and 0.1 rad pitch and yaw 

angles respectively, the responses are presented in Fig. 11 where Fig. 11(a) is for the pitch angle 

response and Fig. 11 (b) is for the yaw angle response plots.  

The time domain performance comparison summary is presented in Table 5. 

Accordingly, for the pitch angle response, rise time is 0.154 sec for GWO-STSMC, 0.161 sec for 

PSO-STSMC and 0.415 sec for GA-STSMC. Settling time for the pitch angle response is 0.243 

sec for GWO-STSMC, 0.275 sec for PSO-STSMC and 0.649 sec for GA-STSMC. At the same 

time, for the yaw angle response, the recorded rise time is 0.189 sec for GWO-PID, 0.261 sec 

for PSO-PID and 0.319 sec for GA-PID controller. The recorded settling time for the yaw angle 

response is also 0.764 sec for GWO-PID, 0.913 sec for PSO-PID and 1.003sec for GA-PID 

controller. 

The quantitative results summary presented in Table 5 for GWO-STSMC and GWO-PID 

controllers showed relatively quick response that is verified by the relatively small rise and 

settling times recorded. The second quick response is recorded for PSO tuned balancing and 

direction controllers.  
 

Table 5. Performance comparison for initial pitch and yaw angles. 

Angle Specification 
Algorithm 

GWO PSO GA 

Pitch angle at θ = 0.3 rad 
Rise time [s] 0.154 0.161 0.415 

Settling time [s] 0.243 0.275 0.649 

Yaw angle at δ = 0.1 rad 
Rise time [s] 0.189 0.261 0.319 

Settling time [s] 0.764 0.913 1.003 

 

Qualitative analysis shows that controllers tuned by the proposed optimization 

algorithms can perform well. The relative and small deviations recorded for the rise and 

settling times are not significant and the deviations are due to nature of the optimization 

algorithms, the skill and experience of the designer in selecting algorithm controller 

parameters values. 

 

 
Fig. 11. Initial pitch response with initial θ = 0.3 rad; b) yaw angles response with initial δ = 0.1 rad. 
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5.2.2. Mass Variation 

The driver load variation responses for initial tilt angles of 0.3 rad pitch and 0.1 rad yaw 

angles are recorded in Fig. 12.  

 
(a) 

 
(b) 

Fig. 12. Pitch and yaw angle responses during mass variation from 50kg to 90kg; a) pitch angle response with 
initial θ = 0.3 rad for mass variation; b) Yaw angle response with initial δ = 0.1 rad for mass variation. 

 

The mass variations from 50 Kg to 90 Kg pitch angle responses for initial pitch angle of 

0.3 rad is given in Fig. 12 (a). The yaw angle responses for initial yaw angle of 0.1 rad and for 

the mass variations from 50 Kg to 90 Kg are plotted in Fig. 12 (b). For the pitch angle response 

with the mass variation, the response is coming less sensitive to increase in mass which is due 

to the robust feature STSMC. For the yaw angle with the mass variations from 50Kg to 90Kg, 

there is slight sensitivity decrease when the mass increases. The yaw angle controller is PID 

controller. In summary, we can say that both controllers of STSMC and PID are robust and 

performed well even though STSMC is less sensitive to mass variations compared to PID 

controller. 

5.2.3. Initial Tilt Angle Variations 

For the initial pitch angle variations, θ = 0.3(u(t - 1) – u(t - 3)) – 0.2(u(t - 5) – u(t - 7))  the 

step change in initial pitch angles and the corresponding responses are plotted in Fig. 13. The 

initial pitch angle as step inputs is given in Fig. 13 (a). 
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The response plot for the step change in initial angles given in Fig. 13(a) is plotted in Fig. 

13(b). Close observation to the results shows that the STSMC for balancing of the Segway is 

tracking the reference pitch angle for variable initial pitch angles plotted in Fig. 13(a). This 

capability of tracking the reference pitch angle for variable initial pitch angles as input 

(disturbance) show the robustness of the proposed controller. From the response plots, GWO-

STSMC and PSO-STSMC controllers showed relatively better performance compared to GA-

STSMC. 

 

 
              (a)  

 
             (b)  

Fig. 13. Pitch angle responses for variable initial pitch angles: a) pitch anagle variation; b) pitch angle responses.  

 

For the initial yaw angle variations, δ = 0.1(u(t - 1) – u(t - 3)) – 0.15(u(t - 5) – u(t - 7)), 

given as step change as shown in Fig. 14 (a), the corresponding yaw angle responses are 

recorded in Fig. 14 (b). The response for the corresponding yaw (direction) controllers of 

GWO-PID, PSO-PID and GA-PID revealed the capability of tracking the reference yaw angle 

for the given step change in initial yaw angles as disturbances. 

Close observation to the response plots shows that GWO-PID based response has 

relatively reduced sensitivity and quick response to variations of initial tilt angle. However, 

all the controllers can track the reference yaw angle for the variations in initial yaw angle well. 

There is slight variation in speed of the response and sensitivity and these variations are due 

to the nature of the proposed tuning algorithms and the skill/experience of the designer to 

select the algorithm control parameters values. 
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                  (a)  

 

               (b)  

Fig. 14. Yaw angle responses for variable yaw angles: a) yaw anagle variation; b) yaw angle responses. 

6. CONCLUSIONS 

This research focused on formulating metaheuristic optimization algorithms such as GA, 

PSO, and GWO to tune the optimal combination of STSMC for balancing and PID for direction 

control of a self-balancing Segway. A review of related works to control the proposed system 

has summarized that stable and robust performance can be achieved for the control schemes 

of nonlinear, optimal, adaptive, and hybrid schemes where the robustness of the controllers is 

highly affected by the design approach, skill, and experience of the designer.  

Mathematical modelling, problem formulation to tune controller parameter values, the 

algorithms control parameter values, the procedures of GA, PSO, and GWO algorithms for the 

specified application, the corresponding convergence characteristic plots, and tabulating 

tuned values have been done. The overall system is implemented in MATLAB/Simulink and 

the comparative performance evaluations of the corresponding controllers have been done 

using time domain performance specifications of rise and settling times as criteria for the 

Segway operating conditions of variable mass and tilt angles. The responses for mass 

variations showed that GWO-tuned STSMC has a quick response and is less sensitive to an 

increase in the mass of the driver compared to PSO and GA-tuned STSMC. For the GWO-

tuned PID controller, there is a slight decrease in sensitivity for increasing mass. At the same 

time, for variable initial tilt angles of pitch and yaw, GWO-tuned STSMC and GWO-tuned PID 

showed superior performance compared to PSO and GA tuned controllers even though the 

deviations in speed of the response and sensitivity to mass variations are not significant. In 

summary, the proposed controllers showed the capability to track the reference pitch and yaw 
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angles. However, the slight variations are due to the nature of the optimization algorithms and 

the skill/experience of the designer in selecting control parameter values of the corresponding 

algorithms. 
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