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Abstract— There is a significant growth in the use of solar photovoltaics (PV) for clean and sustainable 
renewable energy. The ease of installation and expansion of PV power plants makes them suitable for grid-
connected operation. However, increasing the size of the PV power plant will make it difficult to detect and 
classify faults, which leads to lower system efficiency and reliability. Therefore, this article proposes a method 
for detecting and classifying faults in PV systems in order to fix them more quickly and efficiently. For this 
purpose, the data of current and voltage are collected from every panel for a period of time in normal case and 
for three common fault types (open circuit, short circuit, and shading), and afterwards converted into wavelet 
transform images. Then a deep learning approach is used to detect, classify, and locate defective panels in a PV 
system. The obtained results show that the deep learning approach based on Resnet50, and voltage images was 
100% accurate compared to the deep learning approach based on current images. In this methodology there is 
no need for additional sensors since they are embedded with panels and sent to main computer. Since the voltage 
parameter has the best accuracy scenario, it is converted to images, then ResNet-50 is applied. So, every panel 
can be detected and classified, and as each panel is numbered, the fault location can be readily determined. 

 
Keywords— Convolutional neural network; Deep learning; Photovoltaic systems; Fault detection and 
classification; Real-time monitoring.   
     

1. INTRODUCTION  

Recently, renewable energy sources are increasingly being used to generate clean, 

sustainable energy instead of traditional fuels. Solar energy is the main source of renewable 

energy for generating electricity. PV cells are spread over large areas and in remote areas. 

Therefore, there must be a way to detect and diagnose faults in PV systems in order to repair 

them more quickly and efficiently. Therefore, specialists in the field of renewable energy have 

tried to apply artificial intelligence (AI) concepts to design methods for detecting faults in grid-

connected PV systems [1]. 

In PV systems, faults may occur for both alternating current (AC) and direct current (DC) 

sides [2].  AC side faults relate to problems that typically occur after the DC power generated 

by the PV panels is converted to AC power by the inverter. While DC side faults occur in the 

PV system before the DC power is converted into AC power by the inverter. In fact, the inverter 

fault reduces the AC output power, but does not affect the DC output power [3]. Such faults 

can disrupt the operation of the PV system, reduce its efficiency, and in cases may pose safety 

risks. Faults in PV arrays can be caused by physical, electrical, or environmental factors. For 

example, external damage is caused by cracks in PV modules or degradation [4]. Despite the 
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use of protection devices, such as circuit breakers, surge protection devices, and ground fault 

detection, PV systems still need to use advanced methods to detect and diagnose faults using 

statistical and computational methods or artificial intelligence-based algorithms [2]. 

Faults on the DC side of PV arrays can occur because of electrical, physical, or 

environmental factors. The fault may be due to cracks in the PV modules or damage to the PV 

module or bypass diode [4]. There are four common types of electrical faults: open circuits, line-

to-line faults, arc faults, and ground faults. An open circuit fault may occur due to a cracked PV 

cell or module, or it may occur between the module's interconnections. While line-to-line faults 

occur when two points have different voltage potentials and accidentally short circuit [5, 6]. 

An arc fault is a high-energy discharge of electricity that occurs across an air gap between 

conductors [7]. An arc fault occurs when there is an interruption in the current path due to a 

broken or a loose connector, or due to mechanical damage or failure of the PV module [8]. As 

for a ground fault, it occurs when a current-carrying conductor accidentally connects to an 

equipment-grounding [7, 9]. Environmental faults occur because of temporary or permanent 

shading. Temporary shading occurs when PV arrays are partially shaded and/or have non-

uniform temperatures. Permanent shading occurs when a defective bypass diode or PV module 

causes a hot spot [4]. In series connected PV modules, a hot spot point occurs when their 

electrical properties differ, causing the string to overheat [6]. 

In large-scale PV systems, solar panels are spread over large areas and in remote areas, 

so Internet of Things (IoT) technology is essential to collect data for monitoring and control 

purposes [10, 11]. The IoT provides huge data from PV systems that are difficult to handle in 

traditional ways, especially in real-time applications. Modern computer and communication 

technologies have encouraged researchers to design algorithms to diagnose faults in PV 

systems. Some have used soft computing tools, such as fuzzy logic [12] and neural networks 

[13, 14], to design algorithms for fault detection in PV systems. Others use AI concepts to design 

machine learning models to predict the behavior of PV systems with the aim of detecting faults 

based on real-time data provided by IoT devices [15-18]. 

This research will focus on using deep learning techniques to classify and identify faults 

in PV systems. Two deep learning models will be presented, the first based on current 

parameters and the second based on voltage parameters. The rest of the paper is organized as 

follows: Section 2 presents fault detection methods. This is followed by modeling and 

simulation of a specific PV system is Section 3. The fourth section discusses the methodology 

used to detect and locate faults. The fifth section presents the design and testing of the proposed 

deep learning models, in addition to the results that enhance efficiency and accuracy in 

detecting faults. Finally, Section 6 deals with the conclusions. 

2. FAULTS DETECTION METHODS 

Several methods have been proposed for fault detection in PV systems, some of which 

used traditional fault detection methods, while others relied on artificial intelligence concepts 

to create intelligent algorithms [19, 20]. 

2.1. Traditional Methods 

Traditional methods of fault detection in PV systems are mainly based on simple 

measurements and calculations. Thermal imaging has been used to identify hot spots caused 
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by faults in PV systems. Infrared light is an effective method for detecting and classifying faults 

in PV systems [21]. Infrared cameras are used to characterize various electrical components and 

PV modules without the need for sensors. Joule heating is produced by shunted cells, weak 

connections and short circuits [22, 23]. Electroluminescence imaging technology has also been 

used to detect faults in PV cells by providing their characteristics in a short period of time [24]. 

There is a proportional relationship between the emission intensity and the carrier lifetime 

density in electroluminescence images [20]. In addition, this method can be used to detect other 

faults, such as unbalanced current distributions, cracks in cells, and faulty connections. In 

remote and restricted areas, faults in PV modules can be detected using drones [25]. 

The current-voltage (IV) characteristics of PV modules are used in fault detection by 

monitoring the behavior of the PV system. In normal operation, IV characteristics follow a 

certain curve, which changes when a fault occurs. It is clear that the IV characteristics are greatly 

affected by the type of faults in PV systems. One common method for detecting and classifying 

photoelectric faults is to compare the fourth characteristic of healthy and defective systems [26]. 

In addition, Madeti and Singh [20] proposed a voltage/current spectrum analysis method to 

detect arc faults through low-frequency content analysis. In other attempts, a power loss 

analysis method was proposed to detect faults in PV systems, where both the model-based PV 

system and the actual setup of the PV system are used to calculate the power losses. Solórzano 

and Egido [27] detected and classified DC power losses based on shading, hot spots, degraded 

units, and cabling problems.  

Other traditional methods of fault detection are using sensors to collect and analyze data 

in real time. Although these methods are relatively simple and can detect common faults, they 

may not detect sudden problems. Therefore, researchers and specialists moved to use the 

concepts of artificial intelligence to create intelligent algorithms to detect and diagnose faults 

in PV systems. 

2.2.  Smart Methods 

Traditional methods are still used to detect and maintain faults in PV arrays, and these 

methods are ineffective in large-scale systems as they require human effort and take a long time 

[28]. Therefore, many research and studies have addressed the use of IoT technology, in 

addition to proposing algorithms for detecting faults [12].  

Currently, smart methods are proposed to provide more accurate and efficient faults 

detection. These methods are based on the concepts of artificial intelligence, machine learning, 

cloud computing, and IoT technology. These methods are more suitable for large-scale               

PV systems as they provide accuracy, reliability and efficiency in fault detection and 

classification [2].  

A rule-based fuzzy algorithm was developed by Ducange et. al. [29] to detect faults in PV 

systems by monitoring the instantaneous power production of the PV system in normal 

operation. The fuzzy algorithm was trained using data collected during normal operation of 

the PV plant simulation. A limitation of this method was the false detection of line-to-line and 

line-to-ground errors under partial shading.  

A neural network-based fault diagnosis method for PV systems was presented by Chine 

et. al. [30]. Two algorithms were used to detect and classify eight different faults. Three inputs 

are required: the solar irradiance, the PV module temperature, and the PV array current and 

voltage. Results show that this technique is highly capable of identifying and localizing 
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different kinds of faults. Aziz et al. [31] presented an intelligent approach that uses 

convolutional neural networks to extract features from measurement generated by PV system 

data to detect and classify PV system faults. Artificial intelligence algorithms are used to 

process big data generated by IoT devices to model fault detection in PV systems. Furthermore, 

Bonsignore et. al. [32] proposed fuzzy logic and neural networks to model the behavior of a PV 

system. This method relies on real-time data and the ability of fuzzy systems to establish 

relationships between input and output variables. Therefore, the Adaptive Neural Fuzzy 

Inference System (ANFIS) was chosen. The temperature of the module, global irradiances, open 

circuit voltages, short-circuit currents, as well as the voltage and current at maximum power 

were monitored. Possible faults can be identified based on the predicted versus obtained 

curves. This method cannot detect faults online, therefore periodic system checks are required 

instead. 

Recently, deep learning has recently received significant research efforts in various fields 

and applications, including fault detection [33]. A deep learning model is a hierarchical learning 

structure, in which complex nonlinear functions are used [34].  

To detect errors in the PV system based on deep learning, aerial images obtained from 

drones were used. In this case, convolutional neural networks (CNNs) are trained to extract 

high-level features from images and classify faults [35]. A deep learning model was also used 

to detect and classify six faults on the direct current (DC) side of the PV system. Three electrical 

indices were used as input to the CNN-based classification model [36]. Du et al. [37] used 

thermal imaging and CNN to classify defects in silicon PV cells to identify broken edges, surface 

impurities, scratches, cracks, hot spot and large-scale damage. While Li et al. [33] proposed a 

deep learning approach to recognize defect patterns using drone aerial images. To classify 

module defects, convolutional neural networks in machine learning were used.  The obtained 

results confirmed its effectiveness in detecting dust shading faults, erosion of grid lines, and 

spiral paths on PV modules. In another attempt, Li et.al. [38] used deep CNNs for fault 

detection in PV systems. It has been used to detect yellowing, delamination, snail trails and 

dust shading faults. The limitation of this approach is that it cannot detect short circuits and 

open circuits. Chen et al. [39] proposed a deep residual network for fault detection and 

diagnosis of PV arrays using current-voltage curves and ambient state data. This method can 

detect PV array faults, such as partial shading, degradation, short circuits and open circuits. 

The main contribution of this study focuses on the use of IoT technology to collect data from 

sensors located in PV panels. Table 1 summarizes a selected sample of faults detection studies 

and their limitations. The proposed system does not require additional sensors. The limitation 

of using drones because of regulations and restrictions.  

Most previous studies focused on detecting and diagnosing faults, and in this study the 

location of the faulty panel in the PV system will be determined. The location of the fault is 

important when the PV system is large-scale or in rural areas. This method determines the 

specific location of the faulty panel. IoT sensors send data to the main computer used to monitor 

the PV system, detect, classify and locate faults. 

3. PV SYSTEM MODELING AND SIMULATION 

To apply this method, a PV system with 4 strings; each consisting of 5 panels in series to 

achieve a power of 4.2 kW was chosen. Table 2 shows the characteristics of the PV panel, while 

Table 3 shows the output current, voltage and power of the PV system. 
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Table 1. Summary of faults diagnosis studies.  

Ref. Type of fault Diagnosis Method Limitation 

[21] 
Hotspot, soldering problem, shading, 

cabling problems, heated junction box, 
module breakage, breaker faults 

Detect, classify, 
locate 

Thermal imaging 
through using of lift, 
walking, and drone 

Limitation in 
using drone 

 

 
[25] 

Cracks/broken cells, interconnections 
problem, shunted diode 

Detect, classify, 
locate 

Electro-
luminescence, image 

processing 

Limitation in 
using drone 

[37] Defective module 
Detect, classify, 

locate 
CNN 

Limitation in 
using drone 

[26] Open module in strings 

Detect, classify, 
locate 

Time domain 
reflectometry (TDR), 

earth capacitance 
measurement 

One type of 
faults 

[27] 
Partial shading, dirt, hot-spot, module 
degradation, and power losses due to 

cabling problems 
Detect, classify 

Normalized MPP 
calculation for 

detection, rule-based 
approach 

Cannot 
locate 

[2] Shading Fault Detect, locate CNN 
Cannot 
classify 

[12] Shading Fault, Disconnected module Detect, locate Fuzzy Logic 
Cannot 
classify 

[29] 
Broken cell, gradual shading, water 

infiltrations 
Detect Fuzzy Logic 

Cannot 
classify or 

locate 

[30] 
Faults in module, connection résistance 

fault, partial shading 
Detect, classify ANN 

Cannot 
locate 

[32] 
Ground fault, diod short circuit, partial 

shading 
Detect ANFIS 

Cannot 
classify or 

locate 

[31] 
Line to line fault, Open circuit fault, 

Partial Shading, fault in Partial 
Shading and arc fault 

Detect, classify 
CNN 

Cannot 
locate 

[33] 
dust shading, encapsulated 

delamination, gridline corrosion, snail 
trails, and yellowing 

Detect, classify 
CNN 

Cannot 
locate 

[35] 
Burn marks, delamination, 

discoloration, glass breakage, and snail 
trail 

Detect, classify 
CNN 

Cannot 
locate 

[36] Partial shading, L-L, open circuit 
Detect, classify 

CNN 
Cannot 
locate 

[38] 
Yellowing, delamination, snail trails, 

dust-shading faults. 
Detect 

Deep Convolutional 
Neural Network 

with Multiple 
Classification 

Support Vector 
Machine 

Cannot 
locate 

 

 

 

Table 2. PV panel parameters. 

Parameter Value 

Maximum Power [W] 213.15 

Cells per Module (Ncell) 60 

Open Circuit Voltage Voc [V] 36.2 

Short-Circuit Current Isc [A] 7.84 

Voltage at Maximum Power Point Vmpp [V] 29 

Current at Maximum Power Point Impp [A] 7.35 
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Table 3. PV system parameters. 

Parameter Value 

Maximum Power [W] 4200 

Voltage [V] 181 

Current [A] 31.36 

Panels in series 5 

Strings in parallel 4 

 

Fig. 1 shows the implemented model of the PV system using MATLAB/Simulink. Each 

panel has radiation and temperature as inputs and has voltage, current, radiation and 

temperature as measured outputs. Current and voltage data were collected and analyzed in 

normal conditions and when faults occurred. 

 
Fig. 1. General layout of the PV system. 

4. METHODOLOGY 

The methodology used in this study is shown in the flowchart shown in Fig. 2.  

 
Fig. 2. Faults detection methodology. 
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The PV system outputs for each panel are voltage and current. In this study, the required 

data were collected from a PV system simulation for 10 s. Initially, data were collected in the 

normal condition (no faults), as well as when faults occurred in each panel as in Sections 4.1 

and 4.2, respectively. The data will be analyzed, filtered, and converted to wavelet images as 

described in Section 4.3.  

Three types of deep learning networks (GoogleNet, SqueezeNet, and ResNet-50) were 

applied to the current and voltage images. The results obtained when using current or voltage 

images were compared to determine the appropriate technique with the highest accuracy. 

4.1. Faults Simulation 

There are four conditions diagnosed in each panel, as shown in Table 4. Normal condition 

is tested when there are no faults in all PV panels. An open circuit fault is tested when only one 

PV panel is disconnected. Short circuit fault is tested when only one PV panel is shorted, and 

shading fault is tested when only one PV panel is shaded by 200 W/m2. The PV system is 

simulated in an ideal condition without taking into account measurement errors, disturbance 

or noise. 

 
Table 4. Number of tested cases for each fault. 

Fault Number of tested cases for the whole system 

Normal case (Normal) 1 

Open circuit (OC) 20 

Short circuit (SC) 20 

Shading (SH) 20 

4.2. Data Collection 

In order to train and test fault detection methods, large amounts of photoelectric data are 

needed. In most cases, this data is collected under specific circumstances. In this work, the data 

from each panel represents temperature (T), irradiation (G), voltage (V) and current (I). Data 

from strings representing current and voltage, while data from load, representing current, 

voltage and power (P), are collected in real time as a 10 s time series, with a sampling time of 

0.1 s for simulation purposes. These data are collected by wireless sensors with IoT technology 

embedded with each PV panel.  

Data is collected under many different conditions with different failure states: 

 Normal condition: Data is collected without any faults under standard test conditions 

with irradiance of 1000 W/m2 and temperature of 25°C, as given in Fig. 3(a). 

 Open Circuit Fault: An open circuit is made for one panel in the string and is tested for 

every panel in the system. Each panel shorted alone and data are collected for each 

condition under standard test conditions. For the given PV system the number of 

situations are twenty. When one panel is separated, all panels in the same series are 

separated. In this case, every panel in the string has an open circuit fault, as shown in               

Fig. 3(b). 
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 Short circuit fault: One panel in the string is short-circuited and tested for each panel in 

the system, as shown in Fig. 3(c). Each panel is shaded individually and data are collected 

for each case under standard test conditions. The number of situations are twenty.  

  Shading Fault: Shading is done at a rate of 200 W/m2 for one panel in the string and 

tested for each panel in the system, as given in Fig. 3(d). Other panels are tested with 

standard testing conditions. Shaded fault data is collected in twenty situations. Table 5 

below shows the data for panels included number of panels when each fault is tested. 

 

Fig. 3. Status of all panels in the PV system:  a) normal case; b) open circuit fault; c) shading fault; d) short      
circuit fault. 

 
Table 5. Number of faulty and normal panels in all cases. 

 

When the condition is normal, all panels in all strings are in normal condition. Tested 

once when all panels are at 1000W/m2 and at 25°C. There are 20 panels in normal mode. While 

applying open circuit fault, all panels in the string that have a panel fault are also in open circuit 

fault. There are 5 faulty panels in each fault condition and 15 panels in the normal condition. 

When it is tested for all panels in the system, the total number of panels in open circuit is 100 

panels (5*20), and 300 panels (15*20) in normal condition. 

In the event of a short circuit, when one of the panels is shorted, the other panels are in a 

normal state. There is only one panel has short circuit fault and the other 19 panels are in normal 

condition. When it is tested for all panels in the system (1*20), the sum of panels in short circuit 

fault is 20 panels and 380 panels (19*20) in normal condition. Same strategy for shading fault, 

when one panel is shaded, the other panels are in normal condition. Only one panel has shading 

fault and the other 19 paintings are in normal condition. When it is tested for all panels in the 

Fault 

No. of 
status 

tested in 
each case 

No. of panels 
in status for 
each tested 

case 

No. of 
normal 
panels 

No. of 
open 

circuit 
panels 

No. of 
short 

circuit 
panels 

No. of 
shaded 
panels 

Normal case 1 20 20 - - - 

Open circuit fault 20 5 300 100 - - 

Short circuit fault 20 1 380 - 20 - 

Shading fault 20 1 380 - - 20 

Sum 1080 100 20 20 
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system, the total panels in shading fault are 20 panels and 380 panels in normal condition. The 

number of normal and faulty panels counts by converting them into images for use in deep 

learning. The collected data shows the voltage and current in the time series over 10 s with a 

sampling time of 0.1 s for simulation purposes.  

Fig. 4 shows the comparison of the current in the first panel of the first string between 4 

different cases. It shows that the current in the normal state fluctuates around a value of 6.60 A 

and is zero when there is an open circuit. Furthermore, the current is 7.84 A when there is a 

short circuit, and the average current when there is shading is about 0.50 A. While, Fig. 5 shows 

the voltage comparison of the first panel of the first string between 4 different cases. The voltage 

in normal condition fluctuates around 31.70 V and it is 36.20 V in open circuit condition. It is 

also zero when there is a short circuit and around -0.5 V when there is shading. 

 
Fig. 4. Current in first panel of first string in normal, open circuit, short circuit, and shading cases. 

 

 
Fig. 5. Voltage in first panel of first string in normal, open circuit, short circuit, and shading cases. 

4.3. Feature Extraction Technique 

In order to use the deep learning with image classification, a continuous wavelet 

transform (CWT) is used to convert the data into an image. Wavelet transformation is an 

effective feature extraction technique used to exploit image features from coarse to fine scales 

[40]. Continuous wavelet transform has been used in this paper to create a scalogram image of 
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the time series data collected from each panel, and then apply deep learning to find the 

extraction features for each fault and normal condition.  

The collected current and voltage data is filtered using MATLAB's filter bank and 

converted to continuous wavelet transform. When a filter bank is used, high accuracy is 

achieved. An example of the current wavelet transform is shown in Fig. 6, and the voltage 

wavelet transform is shown in Fig. 7. 

 
Fig. 6. Example of the wavelet transform of current for a panel in each case: a) normal case; b) open circuit fault;  

c) shading fault; d) short circuit fault.

 
Fig. 7. Example of the wavelet transform of voltage for a panel in each case: a) normal case; b) open circuit fault;   

c) shading fault; d) short circuit fault. 
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The continuous wavelet transform converted to jet color map. The jet color map is 

returned as a three-column array containing the same number of rows as the color map of the 

current figure. Each row in the array contains the red, green, and blue for a particular color. 

When trying this technique without using a jet color map, the accuracy and verification does 

not reach 80%. Figs.  8 and 9 show an example of the current and voltage wavelets in the jet 

color map respectively for the first panel when it is in the normal, short circuit, open circuit, 

and shading cases. 

 
Fig. 8. Example of the wavelet transform of current in jet color map for a panel in each case: a) normal case;          

b) open circuit fault; c) shading fault; d) short circuit fault.

 

Fig. 9. Example of the wavelet transform of voltage for a panel in each case: a) normal case; b) open circuit fault;   
c) shading fault; d) Short circuit fault. 
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When a fault is applied to a PV panel in a string, this fault affects the other panels in the 

string and the entire system. Fig. 10 shows the voltage wavelet in the jet color map of the whole 

system in the normal case, all of panels in this figure are normal. Deep learning can extract 

features for the wavelet image of normal case. Fig. 11 shows an example of a voltage wavelet 

when an open-circuit fault is applied to the first panel of the first string, and all panels in the 

same string are in open-circuit mode and have the same wavelet image. 

 
Fig. 10. Voltage wavelet images of PV system panels in normal case. 

 

Fig. 11. Voltage wavelet images of the PV system panels for open-circuit fault. 

Fig. 12 shows the voltage wavelet when the short-circuit fault is applied to the first panel 

of the first string, which shows that the image of the panel with the short-circuit fault is different 

from other panels, and has its own features. While, Fig. 13 shows the voltage wavelet when the 

shading fault is applied to the first panel of the first string, and it shows that the image of the 

panel with the shading fault is different from the other panels. 
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Fig. 12. Voltage wavelet images of the PV system panels for short circuit fault. 
 

 

Fig. 13. Voltage wavelet images of the PV system panels for shading fault. 

5. DEEP LEARNING MODELS FOR FAULT DETECTION AND LOCALIZATION 

The performance of deep learning fault detection and classification is based on 

mathematical tools and process models [41]. With the development of deep networks, high-

level and abstract features can be derived from the data. For fault classification or regression, it 

is possible to achieve better results when the effective feature representation of the data is 

relatively extracted. The convolutional neural network (CNN) consists of three layers: the 

convolutional layer (CL), the pooling layer (PL), and the fully connected layer (FCL) [42]. 

The convolutional layer extracts features from the input data and upper layer features by 

combining multiple convolutional kernels, multiplying the input features with matrix 

elements, and adding the deviation from the input. It is possible to extract local spatial 

correlation features from the input information by adjusting the size of the convolution kernel 

in the convolution layer, thus enhancing some features while reducing noise effects [13].  
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Using a pooling layer, the size of convolution features is reduced. In order to reduce the 

computational power needed to process the data, dimensionality reduction schemes are used. 

In addition, it ensures effective training by extracting rotational and positional invariant 

features [43]. Learning nonlinear combinations of high-level features is most effective with fully 

connected layers [44]. Fault detection and classification using CNNs has the following 

advantages: 

 CNN inputs can include time series, spectrograms, and images, leading to multi-source 

heterogeneity of industrial system data [45]. 

 With CNN features, the diagnosis algorithm is more robust and can generalize better due 

to translation invariance. In PV systems, this is particularly important since PV systems 

are often accompanied by strong magnetic interference and high temperatures [46]. 

 Fault analysis in PV systems is often impossible due to the large amount of data they 

generate in real time. Small sample sizes can be generated by learning the probability 

distribution of real data [47]. 

Deep learning approach classifies a dataset based on the classified features of twenty PV 

panels in the given simulation design in order to classify them into four different classes: 

normal, open-circuit, short-circuit, and shading. Two models are used in deep learning. 

The first uses the current parameter and the second uses the voltage parameter. Both 

models are implemented with three different types of deep neural networks in MATLAB, 

namely GoogleNet, SqueezeNet, and ResNet-50. 

GoogleNet is a 22-layer deep CNN. It is used to solve image classification and object 

detection tasks. The input layer in the GoogLeNet architecture takes an image with dimensions 

224 × 224 [48]. SqueezeNet is an 18-layer deep CNN. It uses design strategies to reduce the 

number of parameters. It is used to classify images. The input layer in SqueezeNet takes an 

image with dimensions 227 × 227 [49]. While ResNet-50 is a 50-layer deep CNN.  

It consists of 48 convolutional layers, one MaxPool layer, and one intermediate pooling 

layer. It is used for image classification problems. The input layer of the network takes an image 

with dimensions 224 x 224 [50]. 

The dataset consists of 1220 images and is divided into two parts; 70% is used for learning, 

which is equivalent to (854 images), and 30% is used for testing accuracy, which is equivalent 

to (366 images). All networks use 30 epochs, a batch size of 40, with an initial rate of 0.0001, and 

a verification frequency of 50. Three different convolutional neural networks are used to train 

and validate the images of wavelet transform of the panels current. 

6. RESULTS  

The results showed that the accuracy of GoogleNet and ResNet-50 is 99.73%, which is the 

best compared to SqueezeNet, which has a shorter learning time. As a result, when using the 

current wavelet transform, GoogleNet is the best because it has the highest accuracy and 

moderate training time, as shown in Table 6. 

Table 6. Comparison between GoogleNet, SqueezeNet, and Resnet50 with current wavelet transform. 

Model No. Net Time to train Accuracy 

1 GoogleNet, 68 min 34 s 99.73% 

2 SqueezeNet, 34 min 56 s 99.18% 

3 ResNet-50 175 min 59 s 99.73% 
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Table 7 shows the comparison between different CNNs when the wavelet transform of 

the panels voltage. The results show that the accuracy of GoogleNet and SqueezeNet is 99.45%, 

which is the lowest. ResNet-50 has the highest accuracy but requires a longer learning time. As 

a result, when using voltage wavelet transform, ResNet-50 is the best because it has the highest 

accuracy of 100% and suitable training time. 

Table 7. Comparison between GoogleNet, SqueezeNet, and Resnet50 with voltage wavelet transform. 

Model No. Net Time to Train Accuracy 

1 GoogleNet 21 min 16 s 99.45% 

2 SqueezeNet 11 min 45 s 99.45% 

3 ResNet-50 54 min 3 s 100% 

Fig. 14 shows the accuracy and loss achieved for the current wavelet transform model 

when using GoogleNet, showing that the accuracy is 99.73%. While Fig. 15 shows the accuracy 

and loss achieved for the voltage wavelet transform model when using ResNet-50, showing 

that the accuracy is 100%.  

 
Fig. 14. The accuracy and loss when using current wavelet transform with GoogleNet.  

When comparing the model based on current wavelet transform with the model based 

on voltage wavelet transform, the results show that the voltage based model is more accurate 

when using ResNet-50 which is 100% and has shorter time to train compared with current 

based model. The confusion matrix of the pre-trained network of the voltage wavelet transform 

when using ResNet-50 is shown in Fig. 16. The first four diagonal cells show the number and 

percentage of correct classifications by the trained network. Obviously, 324 normal cases (30% 

of 1080 images) were correctly classified as normal. This corresponds to 88.5% of the total 366 

images (30% of 1220 images). Likewise, 30 cases were correctly classified as open circuit fault. 

This corresponds to 8.2% of all images. Also, 6 cases were correctly classified as short circuit 

fault. This corresponds to 1.6% of all images, and this cell is the same for the shading fault. Out 

of 324 normal predictions, 100% are correct. Out of the 30 open circuit fault predictions, 100% 

were correct. Out of the 6 short circuit faults, 100% were predicted correctly. Out of the 6 
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shading errors, 100% of them were classified correctly. In general, 100% of the predictions are 

correct by using the proposed deep learning approach. 

 
Fig. 15. The accuracy and loss when using voltage wavelet transform with ResNet-50. 

 

 

Fig. 16. The confusion matrix of the pre-trained network of voltage wavelet transforms with ResNet-50. 

7. CONCLUSIONS 

The research utilized deep learning method in detecting, classifying and locating faults 

in PV systems. It is mainly based on MATLAB simulation of the PV system as well as real-time 

measurements of current and voltage. The deep learning approach classifies a dataset - based 

on the classified features of PV panels - into four different categories: normal circuit, open-

circuit, short-circuit, and shading. Two deep learning models were proposed; the first one is 

based on current parameters and the second is based on voltage parameters. Both models are 
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implemented using three different types of deep neural networks, namely GoogleNet, 

SqueezeNet, and ResNet-50. The dataset is divided into two parts: 70% is used for learning and 

30% is used for testing accuracy. The proposed deep learning methods showed to be effective 

and accurate in detecting, classifying and locating three types of faults (open-circuit, short-

circuit, and shading). The results indicate that the deep learning method based on Resnet50 and 

voltage images was 100% accurate with a training time of 55 min to classify and identify faults, 

while the accuracy reached 99.73% with a significant increase in training time (176 min) when 

using the deep learning approach based on current images. Because the voltage parameter has 

the best accuracy scenario, this parameter is sent from each panel to the main computer to be 

converted into an image, and then use the ResNet-50 model. Therefore, each panel can be 

detected and classified, and by numbering each panel, the location of the defect can be 

determined. 

Troubleshooting a PV system is extremely important, especially when it is on a large scale 

or in rural areas. This method can be applied in large-scale PV systems with different defects, 

and different parameters. As future work, current wavelets and voltage wavelets can be 

combined and used with deep learning to detect, classify and locate faults. The method can be 

applied to a real PV system using the IoT technology. 
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