
JJEE  
      

Volume 10 | Number 2 | June 2024 | Pages 291-320 
 

 

 
 

 

* Corresponding author                                                                                                              DOI: https://doi.org/10.5455/jjee.204-1688552449  

 

Jordan Journal of Electrical Engineering 
 

 

ISSN (print): 2409-9600, ISSN (online): 2409-9619 

Homepage: jjee.ttu.edu.jo 

 

 
Analysis and Stability Enhancement of an Inverter-Based 

Microgrid through the Design of an Advanced Droop 

Controller using a Modified PSO  

 

Kinnari C. Matharani1* , Hitesh R. Jariwala2  

1,2 Electrical Engineering Department, Sardar Vallabhbhai National Institute of Technology, Surat,  
Gujarat, India 

E-mail: kinbaheti@gmail.com  
 
 

Received: Jul 05, 2023 Revised: Oct 09, 2023 Accepted: Oct 17, 2023 

 
Abstract— Microgrids can operate in grid-tied mode and islanded mode with different load conditions. During 
the transition from one operating mode to another or varying load conditions, small disturbances may occur in 
the system, which can create transient oscillations due to the insufficient inertia of the distributed generating 
units (DG) of the microgrid. The droop control is mainly adapted to govern the working of the microgrid and 
maintain stability and power supply to the load. This paper presents an optimization-based control approach 
for the smooth operation of microgrids during the transition from one operating mode to another. The 
eigenvalue analysis and participation factors are used to find the control parameters for improving the power-
sharing and stability of the microgrid. The modified PSO (MPSO) with adaptive weighted delayed velocity 
function (PSO-AWDV) is utilized to optimize the integral time square error (ITSE) of real and reactive power of 
the DGs in the microgrid. The eigenvalues analysis and time-domain simulation are presented to show the 
performance of the proposed approach for resistive and resistive-inductive load scenarios. The outcomes unveil 
that the optimized droop parameters improve the performance of DGs in microgrid by reducing overshoots in 
the range of 0.5% to 6% in real power, reactive power, output voltage, and currents of DGs as compared to 
parameters selected based on conventional approach. Moreover, the settling time for all the variables is reduced 
to 0.2 s with the proposed controller that enhances the steady state response of the system.  
 
Keywords— Microgrid; Droop controller; Stability; Modified particle swarm optimization; Power sharing; 
Eigenvalue analysis.   
      

1. INTRODUCTION  

Distributed generating units (DGs) powered by renewable energy are the solution to the 

world's rising energy needs as well as its environmental and economic issues [1]. Integrating 

DGs, energy storage devices, and different loads is a well-established concept called 

"Microgrids" [2-5]. Microgrids are becoming popular because they provide clean energy, enable 

highly efficient combined heat and power generation (CHP) that reduces fuel consumption, 

line losses, and carbon footprints, increase the regional grid's reliability and resiliency, and offer 

ancillary services [6-8]. DGs in microgrids are coupled to the rest of the power system by power 

electronics-based controllers such as voltage source inverters (VSI) or current source inverters 

(CSI). The features of DGs are significantly more non-identical than the conventional AC 

generator. The control and operation of traditional power systems are well established, but in 

microgrids, the operation of generating sources is maintained by the control circuit of their 

interfacing inverters, and it is more challenging [9, 10]. The microgrid has two operational 

modes: grid-connected and islanded. While serving in connection with the grid, the reference 
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frequency and voltage of the microgrid are governed by the primary grid. Therefore, DGs in a 

microgrid function in PQ mode (Active and reactive power control) to supply desired powers 

to the load without relying on voltage and frequency  [6, 11, 12]. When a microgrid operates in 

an islanded mode, apart from supplying power to the load, the voltage and frequency should 

also be sustained within limits by the DGs inverter control strategy, and therefore, VF mode 

(voltage and frequency control) is employed in an islanded mode [6, 12, 13]. VF mode can help 

distribute loads more effectively among different sources in microgrids with multiple 

generators by adjusting their power outputs based on frequency and voltage deviations. 

When a microgrid changes the operating mode (grid-tied to islanded or vice versa) 

during the transition from one mode to another or during load change, small disturbances may 

occur in the system. The DGs in microgrids have low physical inertia; they respond to system 

disturbances much more quickly. These disturbances can cause transient oscillations in the 

system and hinder the microgrid's stability. [14]. The droop control technique can be enforced 

for microgrids in both operating modes and acquires the "plug and play" capability of DGs     

and loads.  

For smooth operation of the microgrid during the changeover from one mode to another 

mode and during sudden load change, it is necessary to find the dominant control parameters 

from the stability point of view. Therefore, to enhance dampening in the transient state and 

achieve a fast steady-state response, the stability analysis is important. 

The detailed state-space model of microgrids with different submodules is developed in 

[15, 16]. The reduced order state space models are developed in[17, 18]. In [19], the stability 

analysis of the converter regulates the ideal constant power load, and motor-driven dynamic 

power load is presented. The relation between stability and affecting factors is obtained in [20] 

and [21] by varying different control parameters, but no specific optimization scheme is used. 

In [22], all gains of the DGs controller are obtained using particle swarm optimization (PSO) 

without performing sensitivity analysis and, therefore, need further improvement.  

In [23], the important control parameters are optimized using a genetic algorithm. The 

small signal stability analysis of the microgrid considering effect line dynamics is analyzed in 

[24] by optimizing droop parameters using a genetic algorithm. Multi-objective optimization 

using Lagrange multiplier is employed in [25] to improve power sharing and bus voltage 

regulation in islanded microgrid. The power quality is enhanced, and oscillations are 

dampened using the power differential term conventional droop  [14].  

The optimal power control of grid-connected VSI is discussed in [26] by optimizing all 

the PI controller gains for varying load conditions operation in PQ mode. In [27], the 

generalized droop control is suggested by modifying the control circuit of active power to 

overcome the shortfall of traditional droop and virtual synchronous generator control, but the 

design procedure of the developed controller is much more complex. Direct current vector 

control with conventional droop is suggested in [28] to amend the power quality and 

functionality of the microgrid. Dynamic droop scheme, considering the intermittent nature of 

generating source to overcome the inability of conventional droop to maintain an efficient 

operating point, is analyzed in [29]. 

The main contributions of the paper are as follows: 

 This paper presents the detailed state-space model of the complete microgrid. 

 The eigenvalue and sensitivity analysis are carried out to find parameters that are 

sensitive for the control and operation of the microgrid. 
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 The modified PSO (MPSO) with adaptive weighted delayed velocity function (AWDV) 

is applied to find the optimized value of control parameters. 

 The time domain simulation is executed to analyze the adequacy of proposed technique 

for simple Resistive load and Resistive -Inductive load in different operating scenarios. 

The paper is epitomized as follows. In Section 2, a model of a microgrid system with a 

droop-controlled inverter submodule, distribution line submodule, and load submodule is 

developed in state-space form. Section 3 presents the eigenvalue analysis and sensitivity 

analysis of the study system to obtain control parameters. In section 4, the control parameters 

are obtained using modified improved PSO with adaptive weighted delayed velocity function. 

Section 5 presents simulation results and eigenvalue analysis to show the efficacity of optimized 

parameters on system performance. Finally, the paper is concluded in section 6. 

2. STATE-SPACE MODEL OF THE STUDY SYSTEM 

The investigated system is represented in Fig. 1. It encompasses three parallel inverter-

coupled DGs, coupling inductors and filters, distribution lines, and loads. The microgrid serves 

in grid-tied mode when the switch at PCC is closed. The DGs are outfitted with droop 

controllers to satisfy the power needs while regulating the system voltage and frequency.  
 

 

Fig. 1. The investigated system. 

The droop gains of all the DGs are maintained the same to share the active power equally; 

however, because the distribution of reactive power depends on the local bus voltage to which 

DG is connected, the reactive power distribution among DGs may vary even if the reactive 

droop gain is the same. 



Jordan Journal of Electrical Engineering. Volume 10 | Number 2 | June 2024                                                 294 

 

The state-space model of a microgrid is divided into different submodules: Droop 

controlled inverter-coupled DGs, load, and network model. Each DG unit is represented by its 

own reference frame, the rotation frequency of which is determined by the power-sharing 

controller. The modelling of the network and load is formulated using a common reference 

frame. The individual submodules are modelled and integrated to extract the entire model of 

the microgrid. The detailed procedure for modelling the system is presented in the section 

below. 

2.1. Model of Droop-Controlled Inverter Coupled DGs  

The DG units in a microgrid are interfaced with the network using three-phase voltage 

source inverters (VSI), LC filters, and coupling inductors. The switching operation of the 

inverter is omitted owing to the high frequency of VSI. The DC source side dynamics of the VSI 

are neglected, assuming that the source provides constant DC voltage. The controller of VSI 

comprises of an outer power-sharing controller, an inner voltage controller, and a current 

controller. The detailed model of each part is described in the subsection below. 

2.1.1. Power Controller 

Droop control is implemented in the power controller to generate reference voltage and 

frequency to share the powers across all DGs. The output voltage (vod, voq) and output current 

(iod, ioq) of the DGs in dq reference frame are utilized to obtain instantaneous real power (Pin) and 

reactive power (Qin) as defined in Eqs. (1) and (2).  

in od od oq oqP v i v i               (1) 

in oq od od oqQ v i v i               (2) 

The average active and reactive power (P and Q) are derived from instantaneous power 

(Pin and Qin) using a low pass filter (LPF), as shown in Fig. 2.  

 

Fig. 2. The power Controller. 

The extraction of powers is expressed as: 

,
cf

in cf cf in

cf

P P P P P
s


 





   


                                                                        (3) 

, .
cf

in cf cf in

c

Q Q Q Q Q
s f


 





   


                       (4) 

where ꞷcf   is the filter cut-off frequency of LPF. 
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The reference frequency (𝜔∗)  and d-axis reference voltage (𝑣𝑜𝑑
∗ )  are obtained based on 

real droop gain (𝑚𝑝) and reactive droop gain (𝑛𝑞) from the natural frequency(𝜔𝑛) and nominal 

voltage (𝑣𝑜𝑑,𝑛). The q-axis voltage reference is set to zero. 

    
*

n pm P                 (5) 

    
,od od n qv v n Q                             (6) 

     0oqv                 (7) 

The angle 𝛿𝑗  is defined for each DG inverter to transform from an individual reference 

frame to a common reference frame as, 

( )j j com dt                 (8) 

where 𝜔𝑗 is the angular frequency of jth DG unit. 

2.1.2. Voltage  and Current Controllers 

The voltage controller and current controller consist of the standard proportional and 

integral controller, as displayed in Fig. 3. They generate reference filter inductor currents 

(𝑖𝑙𝑑
∗ ,𝑖𝑙𝑞

∗ ) and reference inverter output voltages (𝑣𝑖𝑑
∗ , 𝑣𝑖𝑞

∗ ) respectively. 
 

 

Fig. 3. Voltage and current controllers. 

The modelling equations for the voltage controller are described in Eqs. (9) and (10), and 

algebraic equations in Eqs. (11) and (12). 

     
*d

od od

d
v v

dt


                (9) 

    
q

oq oq

d
v v

dt


             (10) 

where,∅𝑑  and ∅𝑞 are state variables of the voltage controller. 
*( )ld f od n f oq pv od od iv di G i C v k v v k               (11) 

     ( )lq f oq n f od pv oq oq iv qi G i C v k v v k                 (12) 
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where 𝐺𝑓  is feed-forward gain, 𝐶𝑓  is filter capacitance, 𝑘𝑝𝑣   and 𝑘𝑖𝑣  are proportional and the 

integral gain of the voltage controller, accordingly. 

The modeling equations for the current controller are described in Eqs. (13) and (14), and 

algebraic equations in Eqs. (15) and (16). 

d
ld ld

d
i i

dt

        (13) 

     
q

lq lq

d
i i

dt


             (14) 

where,𝛾𝑑  and 𝛾𝑞 are state variables of the current controller. 

( )id n f lq pc ld ld ic dv L i k i i k         (15) 

( )iq n f ld pc lq lq ic qv L i k i i k        (16) 

where, 𝐿𝑓  is filter capacitance, 𝑘𝑝𝑐  and 𝑘𝑖𝑐  are proportional and integral gains of the current 

controller, respectively. 

2.1.3. LC Filter and Coupling Inductor Model 

LC filter with coupling inductor forms an LCL filter that provides higher attenuation to 

harmonics and improved performance with a low value of inductive and capacitive elements 

(L and C). The inverter's output voltages (𝑣𝑖𝑑  and 𝑣𝑖𝑞) are considered to be the same as the 

reference voltages  (𝑣𝑖𝑑
∗  and 𝑣𝑖𝑞

∗ )  produced by the current controller. 

The state equations for LCL filter inductor currents, output currents, and output voltages 

are presented by, 

1
( )ld

lq id od f ld

f

di
i v v r i

dt L
      (17) 

1
( )

f

lq

ld iq oq lq

f

di
i v v r i

dt L
       (18) 

1
( )od

oq od bd c od

c

di
i v v r i

dt L
      (19) 

1
( )

oq

od oq bq c oq

c

di
i v v r i

dt L
       (20) 

1
( )od

oq ld od

f

dv
v i i

dt C
     (21) 

1
( )

oq

od lq oq

f

dv
v i i

dt C
      (22) 

where, 𝐿𝑓 is the coupling inductor, 𝑟𝑐 and 𝑟𝑓 are the internal resistance of the coupling inductor 

and filter inductor, respectively. 

2.1.4. Model of an Individual DG 

The comprehensive model of each VSI-coupled DG is formed by using Eqs. (1) to (22). 

Each DG in a microgrid is modeled using an individual reference frame. The frequency of DG1 

is considered as the base frequency, and all other DG variables are transformed.  
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The transformation technique defined in Eq. (23) is used to translate all the other DGs to 

this common reference frame, 

   

   

cos sin
.

sin cos

j j

DQ dq

j j

f f
 

 

 
        
 

  (23) 

The complete model of an individual VSI-coupled DG is presented as, 

 

 dgi dgi dgi dgi bDQi i com comx A x B v B 


                  (24) 

dgi dg i

dgi

odgi dgci

C
x

i C

   
          

  (25) 

.dgi i i i dqi dqi ldqi odqi odqix P Q i v i                   (26) 

In Eqs. (24) to (26) 
dgix  represents the state vector of 𝑖𝑡ℎ DG unit. 𝐴𝑑𝑔𝑖 is the state matrix, 

𝐵𝑑𝑔𝑖 input matrix corresponding to bus voltages (∆𝑣𝑏𝐷𝑄𝑖), 𝐵𝑖ꞷ𝑐𝑜𝑚 is input matrix corresponding 

to ∆𝜔𝑐𝑜𝑚. The ∆𝜔𝑑𝑔𝑖 is output frequency and ∆𝑖𝑜𝑑𝑔𝑖 is the output currents of  𝑖𝑡ℎ DG unit in dq 

reference frame. 𝐶𝑑𝑔𝜔𝑖 and 𝐶𝑑𝑔𝑐𝑖 are output matrices corresponding to frequency and current. 

The detailed matrices are defined in the Appendix. 

2.1.5. Model of all VSI-coupled DGs  

Many VSI-coupled DGs work in parallel to each other in microgrids. The mathematical 

model of s parallel connected DGs can be presented as, 

   DG DG DG DG bDQx A x B v


         (27) 

 oDQ DGc DGi C x       (28) 

  1 2 3 ..... .DG dg dg dg dgsx x x x x          (29) 

In Eqs. (27) to (29) ∆𝑥𝐷𝐺 represents the state vector of all the parallel connected DGs. 𝐴𝐷𝐺 

is the state matrix, 𝐵𝐷𝐺 input matrix corresponds to bus voltages (∆𝑣𝑏𝐷𝑄) and 𝐶𝐷𝐺𝑐 is the output 

matrix. The matrices are defined in the Appendix. 

2.2. Modelling of Network and Passive Load 

The network, i.e., the distribution line that interconnects DGs and load, is modeled by an 

RL circuit (with 𝑅𝑙𝑖𝑛𝑒𝑖 and 𝐿𝑙𝑖𝑛𝑒𝑖  as parameters of the ith line connected between jth and kth node),  

1 1lineDi linei
lineDi lineQi bDj bDk

linei linei linei

di R
i i v v

dt L L L



     (30) 

1 1
.

lineQi linei
lineQi lineQi bQj bQk

linei linei linei

di R
i i v v

dt L L L



     

For a distribution network with n lines, the above equations can be defined as, 

1 2lineDQ LINE lineDQ LINE bDQ LINEi A i B v B 


                  (31) 

Where: 
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1 2 ... ...
T

lineDQ lineDQ lineDQ lineDQni i i i            (32) 

1 2 ... ...
T

bDQ bDQ bDQ bDQmv v v v            (33) 

com      (34) 

The passive load (𝑅𝑙𝑜𝑎𝑑𝑖, 𝐿𝑙𝑜𝑎𝑑𝑖) connected at the ith node can be presented as, 

1loadDi loadi
loadDi loadQi bDi

loadi loadi

di R
i i v

dt L L



     (35) 

1loadQi loadi
loadQi loadDi bQi

loadi loadi

di R
i i v

dt L L



     (36) 

For p number of loads connected in the system, the generalized equation can be defined 

as, 

1 2loadDQ LOAD loadDQ LOAD bDQ LOADi A i B v B 


                  (37) 

In Eq. (37), 

1 2 ... ...
T

loadDQ loadDQ loadDQ loadDQpi i i i            (38) 

2.3. Complete Microgrid Model 

The local bus voltages 𝑣𝑏𝐷𝑄𝑖 are derived by introducing a large virtual shunt resistor at 

each local bus node. At each node, the voltage is calculated considering the incoming current 

as positive and the outgoing current as negative. 

The node voltages at each local bus are defined as, 

 

( )bDi VN oDi loadDi lineDiv r i i i     (39) 

( )bQi VN oQi loadQi lineQiv r i i i     (40) 

where 𝑟𝑉𝑁 is the virtual resistance connected between the local bus and the ground. 

The node bus voltages for the system with m buses can be defined as, 

 ( )bDQ VN DG oDQ LINE lineDQ LOAD loadDQv R M i M i M i                      (41) 

In Eq. (41) 𝑅𝑉𝑁 is a diagonal matrix of 
VNr  of size 2 2m m .The connection matrix DGM  

maps the DG connection on the network node. If thj  DG is connected to 
thi the node, the 

element ( , )M i j  will be, and all other elements in that row will be 0. The line mapping matrix 

LINEM  of size 2 2m n maps the distribution line connection to the local bus. If the line is 

connected between thj  and 
thk  node, based on the current direction, elements are assigned +1 

(for current entering the node) and -1 (for current leaving the node). The load connection matrix 

LOADM of size 2 2m p maps the load connection to the node with -1. 

The integrated mathematical model of the microgrid is provided below, 

 .

DGDG

lineDQ mg lineDQ

loadDQ loadDQ

xx

i A i

i i



  
  

    
      

 (42) 
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3. EIGENVALUE AND SENSITIVITY ANALYSES. 

The state-space model of the entire study system is developed as particularized in             

section 2. Fig. 4. represents the eigenvalue plot of the study system. The entire eigenvalue plot 

is categorized into three different groups. Group 1 contains low-frequency dominant 

eigenvalues. The participation factor calculated for these dominant modes is shown in Table 1. 

It can be concluded from the sensitivity analysis that the eigenvalue in group 1 is influenced by 

the state variables of the power controller of DGs. The droop controller gains decide the sharing 

of the power in the power controller as described in section 2.1.1. The plot of two dominant 

low-frequency complex eigenvalues for variation in 𝑚𝑝  and 𝑛𝑞  is displayed in Fig. 5. and                   

Fig. 6. correspondingly. 
 

 
Fig. 4. Eigenvalue plot of the investigated system. 

 

Table 1. Sensitivity analysis of low-frequency modes 

Sensitivity of mode 1 Sensitivity of mode 2 

State Participation State Participation 

1P  0.45 1P  0.11 

1Q  0.05 1Q  0.05 

2P  0.15 3P  0.4 

2Q  0.02 3Q  0.03 

2  0.56 3  0.57 

Fig. 5 and Fig. 6 show that with an increase in the value of droop gains, the dominant 

modes shift towards the left side to the root-locus plane. The microgrid becomes marginally 

stable for the critical values of 𝑚𝑝 (1.84 × 10−4) and  𝑛𝑞 (4.8 × 10−3). Therefore, the droop gains 

𝑚𝑝  and 𝑛𝑞  are selected as optimization control parameters. The optimization domain is 

selected based on the critical value of droop gain.  

4. OPTIMIZATION OF DROOP CONTROLLER PARAMETERS USING MPSO 

PSO is a population-driven heuristic optimization method motivated by bird flocking, 

fish schooling, etc. It is a faster and more efficient algorithm than other optimization algorithms. 

It is best suited for solving continuous, discrete, nonlinear, and non-convex optimization 

problems [30, 31]. The conventional PSO has the problem of local trapping and premature 
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convergence. Many modifications have been suggested in the original PSO in literature, like 

grey PSO [32], ladder PSO [33], and dynamic PSO [34].  

 
Fig. 5. Low-frequency dominant eigenvalues for 1.57e-5 ≤ mp ≤ 3.14e-4. 

 

 
Fig. 6. Low-frequency dominant eigenvalues for 3.17e-4≤ nq ≤ 4.8e-3. 

 

This paper uses MPSO with AWDV function developed in [35] to obtain the optimized 

control parameters. The MPSO-AWDV is created by updating the velocity by using the delayed 

velocity function as an additional term.  

It is almost similar to conventional PSO with one added term in the velocity equation to 

overcome the original PSO's shortfalls like premature convergence and local trapping. The 

adaptive weight is assigned to the velocity term and is calculated for each iteration using 

objective function values and other predefined constant parameters. 

The microgrid can operate in grid-tied and autonomous modes; hence, an objective 

function is selected to ensure the optimized parameters give smoother operation in all 

operating modes. The integral time squared error (ITSE) of real and reactive power is chosen 

as an optimization function with real and reactive power as control variables. The objective 

function is defined in Eq. (43): 
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where n is the number of working modes for microgrid; 
mt  time at 

thm  instant. 𝑡𝑜
𝑖  and 𝑡𝑜

𝑓
 are an 

initial and final time of operation in 
thi  mode. ( )mP t and ( )mQ t  represents active and reactive 

power at instant
mt .

rP ( )ef mt  and ( )ref mQ t  represents the reference values of active and reactive 

power correspondingly. The optimization domain of droop controller gains is decided based 

on the critical value of root locus plots. 

The flow chart of MPSO is displayed in Fig. 7. 
 

 
 

Fig. 7. Flowchart of MPSO. 
 

The steps for the MPSO algorithm can be condensed as below. 

Step 1: Read parameters of PSO, lower and upper boundaries of each control variable. 

Define parameters for calculation of adaptive weight for delayed velocity function                           

(a, b, c1s, c1f, c2s, c2f). 

Step 2: Randomly assign the initial position and velocity to all the particles in a 

population. The objective function is obtained from time domain simulation. 

Step 3: The evolutionary state 𝐸(𝑡) is calculated for a given iteration from Eq. (44). The 

evolutionary state represents the weighted difference in objective function value. where max. 
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obj and min. obj is the maximal value and minimal value of the objective function 

correspondingly. 

max. ( ) min . ( )
( )

max. ( )

obj t obj t
E t

obj t


   (44) 

Step 4: The constant value of the acceleration factor in range (0,1) is generally selected for 

PSO. In modified PSO acceleration factors are updated using Eqs. (45) and (46) at each cycle.  

 1 1 1 1

max.
,

max.
a s f f

cycle t
C c c c

cycle


      (45) 

 2 2 2 2

max.
,

max.
a s f f

cycle t
C c c c

cycle


      (46) 

Here c1s and c1f are the starting and final values of acceleration factor Ca1; c2s and c2f are the 

starting and final values of acceleration factor Ca2, maximal number of iterations is denoted by 

max. cycle, and t indicates the current iteration number. 

Step 5: The nonlinear inertia weight is calculated from Eq. (47) by employing 

exponentially decreasing function. Inertia weight controls the velocity and delayed velocity of 

the particle at each iteration using: 

( )
1 .

1 b E t

a
w

e 
 


  (47) 

where 𝑎 and 𝑏 are parameters selected based on required search performance. 

Step 6:  The particle's velocity is calculated using Eqs. (48) and (49). 

            1 1 2 21 ( ) (1 ) ( 1) ( ( ) ( )) ( ( ) ( ))i i i a best i a best iv t wv t w v t C r P t x t C r G t x t          (48) 

The updated particle position is given by: 

( 1) ( ) ( 1)i i ix t x t v t                                                                             (49) 

where i is the particle count, vi is the velocity of the ith  particle, w and (1-w) is the inertia weight 

of the velocity vi(t) and adjourned velocity vi(t-1), respectively,. 𝑥𝑖 is the position of ith particle 

and  𝑃𝑏𝑒𝑠𝑡  and 𝐺𝑏𝑒𝑠𝑡   are the personal and global best of particle, respectively. 

Step 7: The updated position and velocity of particles is used to find the new value of the 

objective function from time domain simulation. 

Step 8: The 𝑃𝑏𝑒𝑠𝑡and 𝐺𝑏𝑒𝑠𝑡    is updated by comparing recent 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡 with previous 

values. If the recent value of the objective function for a particle is lesser than the previous best, 

the recent value is assigned as 𝑃𝑏𝑒𝑠𝑡. 

Step 9: If maximum iterations is achieved or the error is within tolerance, then go to the 

next step; otherwise, repeat from Step 3. 

Step 10: The particle position that generates the latest 𝐺𝑏𝑒𝑠𝑡    is the optimum value of the 

control variables. PSO-AWDV is implemented considering 30 particles, and the maximum 

count of iterations is 50. Fig. 8. displays the convergence curve of an objective function for 50 

iterations. The optimized real and reactive power droop gain value is 9×10-5 and 2×10-3, 

respectively. 

The droop controller gain value ensures a smooth changeover between different 

operation regimes and enhances microgrid power-sharing and stability grid. The aptness of 
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the designed droop controller is assessed in the next section, showing the eigenvalue and time-

domain analysis of the study system in different operating modes. 

 
Fig. 8. Convergence curve of an objective function for 50 iterations. 

5. RESULTS AND DISCUSSION 

To investigate the efficaciousness of the designed control strategy, time-domain 

simulation is performed for different working conditions for two cases: (i) with Resistive load 

only (ii) with Resistive-inductive load. The microgrid operates in (a) Grid-tied mode from t=0 

s to t=0.8 s, (b) at t=0.8 s to t=1.8 s in islanded mode with initial load, and (c) at t=1.8 s to t=3 s 

the step reduction of load. The simulation results are evaluated with droop controller 

parameters selected based on the conventional approach and optimized droop gains obtained 

by MPSO.  

The dominant low-frequency eigenvalue plot of the study system is presented in Fig. 9. 

It shows that the eigenvalues shift towards the right side of the root locus plane with optimized 

droop controller parameters and hence ameliorate the stability of the system.   

 
Fig. 9. Eigenvalue plot of dominant low-frequency modes. 

 
 

Case 1: Considering only Resistive (R) load. 

The microgrid initially operates in grid-connected mode with a resistive load. At t = 0.8 

s, the grid is disconnected, and the microgrid operates in islanded mode. In this mode, the 

microgrid operates in droop control mode. The total load power is supplied by the three DGs, 

and the frequency and voltage of the microgrid are controlled by the droop controller. At                          
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t = 0.8 s, the step reduction of load (3.88 kW) is applied, which is 30% of the total load, to see 

the effect of droop parameters on the performance of the microgrid. The time-domain 

simulation results for case 1 are discussed as follows: 

Fig. 10 and Fig. 11 depict the system's real power and reactive power responses during 

transition and operation in different modes correspondingly. From Fig. 10, it can be observed 

that overshoot is reduced by 1.65%, 2.52%, and 0.08% in islanded mode, and undershoot is 

reduced by 1.2%, 0.9%, and 0.5% in load reduction mode with optimized parameters as 

compared to droop parameters obtained using the conventional approach for DG1, DG2, and 

DG3 respectively.  

 
(a) 

 
(b) 

 
(c) 

Fig. 10. DGs real power response in different modes with conventional and optimized droop controller 
parameters for R load: a) DG1; b) DG2; c) DG3. 
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The time to achieve a stable, steady response for the system is approximately 0.4 s with 

the proposed method, whereas it is more than 0.8 s with the conventional approach. Table 2 

shows the comparison performance indices for DG real power response in different operating 

modes with conventional and optimized parameters. 
 

Table 2. Comparison of performance indices of real power response for R load. 

DGs real 
power 

Without optimization  With optimization 

Overshoot [%] 
(Islanded mode) 

Undershoot [%] 
(Load cut-off 

mode) 

 
Overshoot [%] 

(Islanded mode) 
Undershoot [%] 

(Load cut-off mode) 

𝑃𝐷𝐺1 4.85 9.53  3.2 8.33 

𝑃𝐷𝐺2 5.08 7.39  2.55 6.48 

𝑃𝐷𝐺3 0.13 2.87  0.05 2.4 

 

As the load connected to the microgrid is only resistive, the reactive power amount is the 

drop in the inductive element of network lines. Even if the same reactive power droop gain is 

used, the reactive power shared by DGs is different because the reactive power distribution is 

dependent on the local bus voltage (node voltages) at the bus.  

The reactive power sharing between different DGs is shown in Fig. 11. The transient 

oscillations are much reduced, and the steady state value is achieved much faster with the 

optimized controller.  
 

 
Fig. 11. DGs reactive power response in different modes with conventional and optimized droop controller 

parameters for R load: a) DG1; b) DG2; c) DG3. 
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The circulating currents 𝑖𝑐1 (between DG1 and DG2) and 𝑖𝑐2 (between DG2 and DG3) is 

shown in Fig. 12.  

The results show that peak overshoot in 𝑖𝑐1 is reduced by 0.6 A in islanded mode and 0.3 

A in load cut-off mode, similarly for 𝑖𝑐2 the peak overshoot is reduced by 0.5A and 0.2A in 

islanded and load cut-off mode correspondingly.  

For both circulating currents, transient oscillations reduce drastically in magnitude. The 

circulating current almost becomes zero within 0.4 s with optimized parameters and within 0.6s 

conventional parameters.  

The settling time is reduced by 0.2 s with optimized parameters. Fig. 13 and Fig. 14 show 

the variation in DGs' d-axis output voltages and d-axis output currents for different operating 

modes, respectively.  
 

 
(a) 

 
(b) 

Fig. 12. Circulating current between DGs in different modes with conventional and optimized droop controller 
parameters for R load: a) 𝑖𝑐1; b) 𝑖𝑐2. 
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(a) 

 
(b) 

   
(c) 

Fig. 13. DGs d-axis output voltage response in different modes with conventional and optimized droop controller 
parameters for R load: a) DG1; b) DG2; c) DG3. 

 

From Fig. 13, it is observed that during switching operation, the overshot/undershoot is 

reduced by 0.2-0.3 % and settling time is reduced to 0.2 s in the case of optimized results as 

compared to conventional values for all output voltages. Fig. 14 indicates that the d-axis output 

current is highly oscillatory and takes much time to settle with conventional droop parameters. 

The transient magnitude of oscillations is reduced by 0.9%-4.3% in output current response and 

the steady state is achieved much faster.  
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(a) 

 
(b) 

 
(c) 

Fig. 14. DGs d-axis output current response in different modes with conventional and optimized droop controller 
parameters with R load: a) DG1; b) DG2; c) DG3. 

 

The frequency response is much better with the proposed technique in all operating 

modes, as depicted in Fig. 15. The oscillations in frequency response decay quicker with the 

proposed approach than with the conventional droop controller.  
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Fig. 15. DG1 frequency response with conventional and optimized droop controller parameters for R load. 

 

Case 2: Considering Resistive-Inductive (RL) load. 

In this case, the microgrid supplies power to the RL load. At t = 0.8 s, the grid is 

disconnected, and the microgrid operates in islanded mode, supplying the desired amount of 

active and reactive power to the load. At t = 0.8 s, the step reduction of load (8 kW and 3 kVAR) 

is applied, which is almost 50 % of the total load, to see the effect of droop parameters on the 

performance of the microgrid.  

The time-domain simulation results for case 2 are discussed as follows: 

Fig. 16 depicts the real power response of DGs for Different operating scenarios. The 

quantitative analysis is shown in Table 3. The overshoot in real power is decreased by 0.76%, 

1.9%, and 3% for DG1, DG2, and DG3, respectively, for islanded mode. The decrease in 

undershoot is 1.1%, 0.9%, and 2.11% for DG1, DG2, and DG3, correspondingly in load cut-off 

mode. The real power is shared equally, and a steady state is achieved within 0.2 s with the 

proposed optimization approach. 

 
Table 3. Comparison of performance indices of real power response for RL Load. 

DGs real power 
Without optimization With optimization 

Overshoot [%] 
(Islanded mode) 

Undershoot [%] 
(Load cut-off mode) 

Overshoot [%] 
(Islanded mode) 

Undershoot [%] 
(Load cut-off mode) 

𝑃𝐷𝐺1 5.83 2.6 5.07 1.5 

𝑃𝐷𝐺2 10.23 6.35 8.33 5.46 

𝑃𝐷𝐺3 60 29.88 57 27.11 

 

The reactive power sharing with the proposed approach is presented in Fig. 17 for RL 

load. The reactive power supplied by DGs with optimized parameters is the same as 

conventional parameters. The transient response of reactive power is much better with the 

proposed approach than without optimization.  

In the case of resistive load, the difference in reactive power sharing between the 

proposed and conventional approaches is large because the reactive power amount is less (in 

VARs). When the RL load is considered, the load also requires reactive power.  
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(a) 

 
(b) 

 
(c) 

Fig. 16. DGs real power response in different modes with conventional and optimized droop controller 
parameters for RL load: a) DG1; b) DG2; c) DG3. 

 

So, all the DGs must supply reactive power based on reactive power-voltage droop 

characteristics. Table 4 represents indices of reactive power-sharing among three DGs. 
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(a) 

 
(b) 

 
(c) 

Fig. 17. DGs real power response in different modes with conventional and optimized droop controller 
parameters for RL load: a) DG1;  b) DG2;  c) DG3. 

 
Table 4. Comparison of performance indices of reactive power response for RL Load. 

DGs real power 
Without optimization With optimization 

Overshoot [%] 
(Islanded mode) 

Undershoot [%] 
(Load cut off mode) 

Overshoot [%] 
(Islanded mode) 

Undershoot [%] 
(Load cut-off mode) 

𝑄𝐷𝐺1 39 26.79 33.49 20.86 

𝑄𝐷𝐺2 4.83 4.19 3.38 2.64 

𝑄𝐷𝐺3 8.28 1.45 6.74 0.53 
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With the proposed approach, notable enhancements in the reactive power response. 

Specifically, overshoot is reduced by 5.6%, 1.45%, and 1.54% for DG1, DG2, and DG3, 

respectively, during islanded mode operation.  

In load cut-off mode, the undershoot is reduced by 5.93%, 1.55%, and 0.92% for DG1, 

DG2, and DG3, respectively. Additionally, the settling time for reactive power is nearly 0.2 s, 

underscoring the proposed approach's effectiveness in improving the microgrid's dynamic 

behavior. 

Fig. 18 represents the response of circulating current between DGs with RL load. The 

oscillations in both circulating currents are damped within 0.2 s, and the overshoot is reduced 

by 0.1 A.  

 
(a) 

 
(b) 

Fig. 18. Circulating current between DGs in different modes with conventional and optimized droop controller 
parameters for RL load: a) 𝑖𝑐1; b) 𝑖𝑐2. 

 

Fig. 19 and Fig. 20 illustrate the behavior of d-axis output voltage and output current, 

respectively, under RL load conditions.  

The oscillations in the output voltage waveforms are swiftly attenuated, achieving 

stability within 0.2 s, particularly when the microgrid's operating conditions undergo changes.  

Across all the output voltage waveforms, there is a consistent reduction in both overshoot 

and undershoot, falling within the range of 0.5% to 2%. 
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(a) 

 
(b) 

 
(c) 

Fig. 19. DGs d-axis output voltage response in different modes with conventional and optimized droop 
controller parameters for RL load: a) DG1; b) DG2; c) DG3. 

 

The d-axis output current response exhibits pronounced high-frequency oscillations due 

to the significant RL load supplied by the DGs. However, by optimizing parameters, these 

oscillations are effectively mitigated, leading to a notable reduction in settling time, which now 

stands at just 0.2 s. Specifically, in islanded mode, there is a remarkable 5%, 3%, and 0.8% 

decrease in overshoot, and in load reduction mode, improvements in current response by 
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2.73%, 1.88%, and 3% are observed for DG1, DG2, and DG3, respectively with optimized 

parameters. 

 
(a) 

 
(b) 

 
 (c) 

Fig. 20. DGs d-axis output current response in different modes with conventional and optimized droop 
controller parameters for RL load: a) DG1; b) DG2; c) DG3. 
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Fig. 21 presents the frequency response of DG1. With the proposed controller, it is evident 

that the frequency variation is effectively controlled and remains closely aligned with the 

nominal values, showcasing the controller's ability to maintain stable and reliable frequency 

levels. 

The optimization parameters and their respective domains are obtained based on 

eigenvalue and sensitivity analyses. The outcomes of simulations provide compelling evidence 

that the proposed approach enhances the dampening of power oscillations and significantly 

accelerates the system's transition to a stable, steady state. 

 

 
Fig. 21. DG1 frequency response with conventional and optimized droop controller parameters for RL load. 

 

6. CONCLUSIONS 

The detailed and acute state-space model of a microgrid incorporating various elements 

such as interfacing inverter control, coupling filter, distribution line, and load dynamics all 

synchronized through a common reference frame, is developed in this paper.  

The eigenvalue analysis and sensitivity analysis are performed to demonstrate that low-

frequency dominant modes are notably affected by power controller parameters and depend 

on droop gains 𝑚𝑝 and 𝑛𝑞. The integral time-squared error of DG output powers is selected as 

an optimization objective function to find the optimal parameter value. Simulation results and 

eigenvalue plot in MATLAB /Simulink validate that the droop parameters have inmost effects 

on stability and dynamic performance under mode change.  

The parameters obtained from the proposed control optimization scheme considerably 

contribute to preserving the microgrid stability by dampening the oscillations and establishing 

a steady state more quickly, as observed from time domain simulations.  

The simulation results for two different load conditions show that improvement in real 

power response ranges from 0.5% to 3%, and settling time is reduced to 0.2 s. Hence, the 

proposed approach serves as a valuable contribution to preserving microgrid stability and the 

parameter selection of the droop controller. 
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APPENDIX: THE DETAILED MODELLING EQUATIONS 

In Eq. (11), 
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where subscript 0 indicates initial value of all variables 
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In Eq. (12), 
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In Eq. (14), 
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In Eq. (15),  
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In Eq. (18), 
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In Eq. (24), 
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In Eq. (29), 
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Table A-1. DG controller parameters. 

Parameter Value Parameter Value 

fs 8 kHz mp 9.4×10-5 

Lf 1.35 mH nq 1.3×10-3 

Cf 50 µF kpv 0..05 

rf 0.1 Ω kiv 390 

Lc 0.35 mH kpc 10.5 

rLc 0.03 Ω kic 16×103 

ꞷcf 31.41 rad/s Gf 0.75 
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