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#### Abstract

Recently - based on generalized optimization - we developed an approach and successfully applied it to the problem of designing electronic circuits using deterministic optimization methods. In this paper, a similar approach is extended to the problem of optimizing electronic circuits using a genetic algorithm (GA) as the main optimization method. The fundamental element of the generalized optimization is an artificially introduced control vector that generates different strategies within the optimization process and determines the number of independent variables of the optimization problem, as well as the length and structure of chromosomes in the GA. In this case, the GA forms a set of populations defined by a fitness function specified in different ways depending on the strategy chosen within the framework of the idea of generalized optimization. The control vector allows generating different strategies, as well as building composite strategies that significantly increase the accuracy of the resulting solution. This, in turn, makes it possible to reduce both the number of generations required during the operation of the GA - and the processor time by 3-5 orders of magnitude when solving the circuit optimization problem compared to the traditional GA. The performed analysis of the optimization procedure for some electronic circuits shows the effectiveness of this approach. The obtained results prove that the applied modification of the GA makes it possible to overcome premature convergence and increase the minimization accuracy by 3-4 orders of magnitude.
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## 1. INTRODUCTION

Designing a large system requires significant computational time to achieve an optimal solution to the design problem. The task of obtaining the optimal solution in the shortest possible time is especially important when designing VLSI circuits. Typically, the design process consists of circuit analysis for an initial approximation and continues until the system parameters are tuned to achieve the required performance as defined in the specification. The optimization procedure in this case acts as the main methodological technique for adjusting the parameters. Thus, instead of the difficult task of synthesizing a complex system, the design process can be implemented through analysis and optimization. Optimization procedures are a set of iterative algorithms that allow obtaining the required characteristics of the system being designed by minimizing some specially chosen objective function. In this case, the design procedure includes two main blocks: a block for analyzing the mathematical model of the circuit and an optimization procedure that minimizes the objective function. The minimum of this function makes it possible to obtain the required characteristics of the circuit. The interaction of these two blocks determines the circuit optimization process. In terms of this
approach, various circuit analysis methods and various optimization procedures can be used. Possible systems optimization methods can be divided into two main groups: deterministic optimization methods and stochastic search methods.

Deterministic algorithms developed both at the theoretical level and in the applied numerical aspect have found the widest application in optimizing electronic systems. Traditional numerical methods such as the gradient method, Newton's method, DFP method, etc. have been widely used in finding the minimum of functions, despite some convergence problems. These methods required the selection of a good initial approximation to perform adequately. In addition, they were most often used to search for a local minimum, and when searching for a global minimum, it was necessary to run the algorithm many times with different initial approximations. To overcome these problems, non-standard ideas have been developed. For example, to choose the initial approximation in works [1, 2], the idea of centering was used. In $[3,4]$, the geometric programming method was used, which to some extent ensured convergence to the global minimum. In $[5,6]$, the method of space mapping was used, which makes it possible to achieve a satisfactory solution. This technology was successfully used for optimization of microwave systems but there is no experience for solution of other problems. Another way to find the best solution was proposed in [7]. At the same time, based on the control theory and the idea of generalized optimization of electronic systems, a method was developed that improves the convergence of the optimization procedure and minimizes the processor time. However, in general, the problem of "falling" into local minima has not been overcome.

Stochastic heuristic methods also do not give an exact solution but can give a good approximation in a reasonable time, depending on the specific problem. Analysis of various stochastic optimization algorithms revealed several groups of methods: simulation annealing method [8-10], evolutionary computation methods producing different approaches as evolutionary algorithms [11-14], particle swarm optimization (PSO), GA, differential evolution, and genetic programming.

The PSO method is one of the evolutionary algorithms competing with genetic algorithms. The issue of using swarm algorithms has been worked out in an interesting review article [15]. Swarm intelligence algorithms [16-21] have significantly influenced the development of optimization procedures. In [16], a hybrid optimization algorithm based on particle swarm and annealing simulation is discussed. In a later work [17], swarm intelligence algorithms for solution of the task of layout of blocks of electronic equipment and VLSI planning are investigated and analyzed. As part of this work, experimental studies have shown the effectiveness of swarm algorithms for solving optimization problems in comparison with standard iterative, heuristic, and genetic algorithms. The high degree of stochasticity in the swarm search algorithms allows faster exit from local optima compared to the GA and the annealing algorithm.

Separately, we single out the GA, which is used to solve problems of nonlinear programming both for optimizing systems of various nature [22-29], and, in particular, for optimizing and designing electronic systems [30-34]. The genetic algorithm has been used as the main optimization procedure for analog circuits because of its potential to find an acceptable solution. The development of modifications of the genetic algorithm also leads to the improvement of optimization procedures. In [23] an algorithm is proposed that promotes
the transfer of the best genes to chromosomes without losing the balance between selection and population diversity. This uses a new set of genetic operators that prevents premature convergence of the algorithm. In [29], the nonlinear robust control was reformulated as a constrained nonlinear optimization problem solved using a genetic algorithm. In the work [32], a modified GA for automated structural-parametric synthesis of a stepped directional coupler on coupled lines was developed. In [27], a modified Goldberg model is analyzed. The tournament selection method is used and possible options for obtaining descendants are investigated using the single-point crossover and mutation operators and some chromosomes obtained after selection. It is shown that the algorithm that compares the descendants after two main genetic operators and the parent chromosome after selection has the best characteristics. The best chromosome of these three is passed on to the next generation. The article [29] considers the possibility of reformulating the nonlinear robust control as a nonlinear conditional optimization solved by a genetic algorithm to analyze the optimal operation of a gas turbine. Special non-linear robust controllers are proposed for the studied gas turbine model, which allow obtaining a solution in an acceptable time with good convergence based on a GA. The paper [33] describes an automated method of structuralparametric synthesis of a microwave transistor amplifier based on a genetic algorithm. The problem described in this paper is as follows: to optimize the time of structural-parametric synthesis by applying a genetic algorithm.

One of the significant disadvantages of GA is the premature convergence of the method to local minima and, for this reason, an increase in processor time when a high accuracy of obtaining a solution is specified. To overcome this shortcoming, one can use the approach developed in the optimization of electronic circuits in the case of using deterministic optimization methods [7]. In this case a detailed analysis of the behaviour of various optimization strategies showed the possibility of a significant improvement in the characteristics of the process of optimizing electronic circuits, both in terms of accuracy and processor time. It would like to find out the legitimacy of this approach when solving problems of optimizing electronic circuits by GA. This assumption is the main driving motive of the present study. The work [34] presents an attempt to use the idea of a generalized approach in optimizing electronic circuits using a genetic algorithm. In contrast to this work, in the proposed article, the principle of choosing the best chromosome is similar to [27], but a fourpoint crossover is used. And most importantly, the idea of generalized optimization implemented in GA allows you to define a set of different optimization strategies and search for the best strategies among this set.

The rest of the paper is organised as follows. Section 2 discusses the main provisions of the generalized approach to solving nonlinear programming problems and its adaptation when using the genetic algorithm as the principal optimization method. Section 3 considers the solution of both abstract problems of nonlinear programming, which are test problems, and optimization problems of electronic circuits. The results obtained are analyzed and discussed in order to generalize and develop the main recommendations.

## 2. GENERALIZED APPROACH FOR THE GENETIC ALGORITHM

We define the optimization process of any analog system as the problem of minimizing the objective function $C(X)$ in the presence of a system of constraints, i.e. as a non-linear
programming problem. In this case, the system of constraints is a mathematical model of the analog system given by the following equation:

$$
\begin{equation*}
g_{j}(X)=0, \mathrm{j}=1,2, \ldots, M \tag{1}
\end{equation*}
$$

where $X \in R^{N}$.
We can divide the vector $X$ in two parts: $X^{\prime}$ and $X^{\prime \prime}$ where the vector $X^{\prime}$ can be named as the vector of independent variables $\left(X^{\prime} \in R^{K}\right)$, and the vector $X^{\prime \prime}$ as the vector of dependent variables ( $X^{\prime \prime} \epsilon R^{M}$ ), where $K$ and $M$ are the number of independent and dependent variables respectively and $N=K+M$.

Minimization of the objective function can be performed using a two-step optimization procedure defined by the vector equation:

$$
\begin{equation*}
X^{1 s+1}=\Lambda\left(X^{s s}\right), \mathrm{s}=1,2, \ldots \tag{2}
\end{equation*}
$$

where $s$ is the number of iterations, $\Lambda$ is the transition operator from step $s$ to step $s+1$, and this operator depends on the objective function $C(X)$.

This is a typical statement of the problem of conditional optimization, which can be called the traditional optimization strategy (TOS). In this case, it is necessary to solve system (1) for each step of the optimization process. Besides, taking into account the specifics of the optimization process, it can be seen that there is no need to solve system (1) at each step of the optimization procedure. The fulfillment of these conditions is quite sufficient for the end point of the optimization process. In this case, Eqs. (1) and (2) are easily redefined in such a way that the difference between independent and dependent variables disappears. This is the main idea behind the application of the penalty function method. We can exclude the problem of solving a nonlinear system, since our task is not to analyze an electronic system, but to design it through optimization. This idea was put forward in the last century [35, 36]. This means that it is not necessary to satisfy Kirchhoff's laws at every step of the optimization procedure, but, of course, they must be fulfilled at the end point of the process, otherwise it is not clear which system was analyzed. The generalized objective function, involved in a certain way, just allows, on the one hand, to optimize the main objective function $C(X)$ and, in addition, ensures the fulfillment of Kirchhoff's laws at the end point of the optimization procedure, i.e. at the point of problem solving. This idea gives rise to another way of optimizing the system and can be called a modified traditional optimization strategy (MTOS). Later, this idea was generalized in the sense that it was proposed to exclude from the system of Eq. (1) not all equations, but some of them. Constraints (1) must be satisfied at the end point of the optimization procedure (2) for all strategies. At the same end point of the optimization process, the objective function should reach its minimum.

We applied the idea [7], which leads to a generalization of the optimization process. Let's declare all variables of the vector of dependent variables $X^{\prime \prime}$ to be independent. In this case, the constraint Eq. (1) can be excluded, but at the same time, to ensure the physical meaning of the problem and fulfill the required constraints at the end of the optimization procedure, it is necessary to involve some other objective function, namely the generalized objective function $F(X)$, defined by the following expression:

$$
\begin{equation*}
F(X)=C(X)+\varphi(X) \tag{3}
\end{equation*}
$$

where $\varphi(X)$ is a special penalty function, which should equal zero at the end point of the optimization procedure. This ensures the fulfillment of conditions (1) at this point. The penalty function can be given by the following equation:

$$
\begin{equation*}
\varphi(X)=\sum_{j=1}^{M} g_{j}^{2}(X) \tag{4}
\end{equation*}
$$

In this case we define MTOS. However, we can generalize this approach by declaring as independent variables a certain part of dependent variables, for instance $Z$ arbitrary variables, where $Z \in[0, M]$. In this case, Eq. (4) consists of $Z$ terms, and in this case it is required to exclude $Z$ equations from system (1). This approach allows us to generalize the optimization problem by introducing an additional control vector $U$, which changes the structure of the main equations and thereby redistributes the processor costs between the circuit analysis block and the optimization block. It is this redistribution that creates the prerequisites for reducing the cost of CPU time when solving the problem of optimizing the system. The control vector $U=\left(u_{1}, u_{2}, \ldots, u_{M}\right)$ is the mechanism that allows you to change the structure of the equations of the optimization process. System (1), in this case, can be given in the following form:

$$
\begin{equation*}
\left(1-u_{j}\right) g_{j}(X)=0, j=1,2, \ldots, M \tag{5}
\end{equation*}
$$

where $u_{j}$ is the $j$ th component of the control vector $U=\left(u_{1}, u_{2}, \ldots, u_{M}\right), u_{j} \in \Omega, \Omega=\{0 ; 1\}$. Eqs. (3) and (4) are converted into the following Eqs. (6) and (7):

$$
\begin{align*}
& F(X, U)=C(X)+\varphi(X, U)  \tag{6}\\
& \varphi(X, U)=\frac{1}{\sigma} \sum_{j=1}^{M} u_{j} g_{j}^{2}(X) \tag{7}
\end{align*}
$$

where $\sigma$ is an additional parameter and in our case is equal to 1 .
The optimization process (2) includes the control vector too

$$
\begin{equation*}
X^{s+1}=\Lambda\left(X^{s}, U\right), \quad s=1,2, \ldots \tag{8}
\end{equation*}
$$

Because it depends on the new objective function $F(X, U)$. The meaning of the control function $u_{j}$ is defined as follows: in the case of $u_{j}=0$, the equation with the number $j$ remains in system (5), and the corresponding term $g_{j}^{2}(X)$ from the right side of Eq. (7) is removed, and vice versa, when $u_{j}=1$, the equation $j$ is removed from system (5), and the corresponding term $g_{j}^{2}(X)$ remains on the right side of Eq. (7).

In this case, the control vector $U$, as the main mechanism for modifying the GA, allows you to change the main system of constraint Eq. (5) and the structure of the function $F(X, U)$. In addition, if all components of the vector $U$ have zero values, then TOS is determined. System (5) in this case coincides with system (1) and therefore must be analyzed at all steps of the optimization process. The function $F(X, U)$ coincides with the objective function $C(X)$, since the penalty function $\varphi(X, U)$ in this case is equal to zero.

Some of the equations of system (5) disappears when the corresponding component of the vector $U$ is equal to $1\left(u_{\mathrm{j}}=1\right)$. In this case, the information corresponding to this equation passes into the penalty function $\varphi(X, U)$ and into the generalized objective function $F(X, U)$. If all components of the vector $U$ are equal to 1 , then the optimization determines the MTOS. In this case the system (5) disappears, and the penalty function includes complete information about system (5). It is also necessary to make appropriate changes to the optimization procedure (2).

The optimization procedure based on deterministic methods can be given by differential Eq. (9) or difference Eq. (10):

$$
\begin{align*}
& \frac{d x_{i}}{d t}=f_{i}(X, U), i=1,2, \ldots, N  \tag{9}\\
& X^{s+1}=X^{s}+t_{s} H^{s} \tag{10}
\end{align*}
$$

where $f_{i}(X, U)$ or $H$ are determined by a specific optimization method (gradient, Newton, etc.). Changing the value of the control vector component $u_{j}$ from 0 to 1 leads to an increase in the number of independent variables and the number of equations in system (9), (10). In this case, the number of equations in the constraint system (5) decreases. The structure of the control vector $U$ specifies various strategies and various trajectories in the parameter space within the framework of generalized optimization. In this case, the number of possible, alternative strategies becomes equal to $2^{M}$, where $M$ is the number of dependent variables, for example, the number of nodal voltages. An increase in the number of dependent variables $M$ leads to an exponential increase in the number of basic strategies. In this case, the total number of possible strategies is not limited to the strategies of the structural basis, since a change in the current strategy is possible at any step of the optimization process. That is, it is possible to define compound strategies consisting of several different structural basis strategies. The switching point from one strategy to another will be denoted by Sp .

The system of Eqs. (5) to (10) includes a set of strategies determined by the components of the control vector. In work [7], it was shown that the control vector produces a set of strategies, among which there are strategies that implement the optimization process in significantly less processor time than TOS.

A generalized optimization approach can also be implemented if the optimization process is based on a stochastic method such as GA. In this case, Eq. (9) or (10) must be replaced by an optimization procedure based on the GA.

As mentioned, a modified Goldberg model is used. Chromosomes are selected by the tournament method. The two main genetic operators, the crossover operator and the mutation operator, are performed with a probability of 0.95 and 0.05 . The operation of the algorithm with a four-point crossover operator is provided. We define $N N$ as the number of chromosomes in a generation, and $\boldsymbol{X}$ is some matrix that includes $N$ rows and $N N$ columns, provided that each column corresponds to a certain value of the $X$ vector. The fitness function in this case is given by the next formula.

$$
\begin{equation*}
P(\boldsymbol{X}, U)=1 / F(\boldsymbol{X}, U) \tag{11}
\end{equation*}
$$

Given the concept of generalized optimization, it can be said that various modifications of the GA with a different structure of the fitness function can be implemented by changing the control vector $U$. In this case, the structure of the control vector determines and changes the structure of chromosomes both in the initial generation and during the operation of the algorithm.

For this stochastic algorithm, as in the case of the deterministic approach, it is possible to define a vector $X$, the components of which are determined by the average values over the generation:

$$
\begin{equation*}
\mathrm{x}_{i}=\frac{1}{N N} \sum_{j=1}^{N N} x_{i j} \tag{12}
\end{equation*}
$$

where $x_{i j}$ is an element of the matrix $\boldsymbol{X}$.

## 3. RESULTS AND DISCUSSION

### 3.1. Some details of the algorithm

For the examples under consideration, the limiting values for changing the parameters of the GA were determined. Chromosome length ( $L$ ) ranged from 20 to 60 for each task variable. The number of chromosomes (NN) in each generation ranged from 100 to 400.

In classical GA, in addition to an arbitrary assignment of the number of chromosomes in a generation, the choice of various methods for selecting chromosomes, and various methods for setting the probabilities for the implementation of the main genetic operators of crossover and mutation, the probabilistic characteristics are set in software implementation using random number generators (RNG). In our case, the RNG of the C++ language rand() was used, as well as the srand() operator to generate new sequences of random numbers. In this case, the initial sequences of chromosomes were randomly formed, as well as the point of crossover of the chromosomes of the parent pair and the point of a possible mutation. The number of trials for each studied strategy ranged from 40 to 60 .

The first two examples are purely test ones, the solution for which is known. These examples serve to demonstrate the approach formulated in the previous section.

### 3.2. Example 1

Minimize $C(X)$

$$
\begin{equation*}
C(X)=2 x_{1}^{2}-3 x_{2}^{2}-2 x_{1} \tag{13}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\left(x_{1}-3\right)^{2}+\left(x_{2}-2\right)^{2}=0 \tag{14}
\end{equation*}
$$

In this example, there is only one independent variable $x_{1}(K=1)$, and parameter $M=1$ because there is only one constraint Eq. (14). Let's define variable $x_{2}$ as dependent that can be calculated from Eq. (14).

In fact, there is an analytical solution to this problem. Indeed, the fulfillment of the necessary constraint (14) is ensured by the solution of this equation and is achieved at the point $x_{1}=3, x_{2}=2$. In this point, the goal function $C(X)$ takes the minimum zero value. These values are the solution to the problem. Let us find, however, this solution in accordance with the developed approach.

Based on the generalized approach, Eq. (14) is transformed into the following equation:

$$
\begin{equation*}
(1-u)\left(\left(x_{1}-3\right)^{2}+\left(x_{2}-2\right)^{2}\right)=0 \tag{15}
\end{equation*}
$$

where $u$ is the component of the control vector $U$, in this case the only one.
Consider two main strategies: TOS which has a control vector $U=(0)$ and MTOS which has a control vector $U=(1)$.

Here, we analyse the results of optimization by means of a GA for these strategies. However, it was shown that in the case of a deterministic optimization process, a combination of several strategies can reduce both the number of steps of the optimization process and the computation time.

Table 1 shows the dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ of minimizing the objective function $F$ for three strategies: TOS, MTOS and composite strategy (0)(1) with an optimal switching
point Sp from strategies (0) to strategy (1). The optimal switch point Sp improves the characteristics of the composite strategy, but in this paper, it was obtained manually.

The optimal value of the switching point Sp was obtained by additional analysis. This value, as can be seen from the table, depends on the required precision $\delta$. It is clear that when using the TOS, the number of generations and CPU time is less than for MTOS up to a certain level of precision (10-4).

Table 1. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ of function $F$ for three strategies: TOS, MTOS and composite strategy (0)(1) with the optimal switching point Sp .


The TOS allows finding a solution up to the error level of $10^{-5}$, but the number of generations increases dramatically. At the same time, this strategy cannot find a solution with higher accuracy. The MTOS with control vector (1) finds a solution with a much higher accuracy up to $5 \times 10^{-12}$.

At the same time a composite strategy consisting of two, (0) and (1) with an optimal switching point between them, gives a solution with an accuracy of $2.65 \times 10^{-14}$ and, importantly, with a smaller number of generations.

Fig. 1 shows the dependence of the generalized objective function $F$ under successive generational change for strategies (0), (1) and composite strategy (0), (1) for two scales: scale 1 and scale 2.

(b)

Fig. 1. Dependence of the generalized objective function $F$ under successive generational change for strategies (0), (1) and composite strategy (0)(1) for: a) scale $1 ;$ b) scale 2.

It is clear that the best strategy for minimizing the fitness function is the composite strategy (0)(1), which, in the case of the optimal switching point Sp , solves the problem in the best way compared to other strategies.

Variables $x_{1}$ and $x_{2}$ take the values 3 and 2, respectively, but with different degrees of accuracy for different strategies.

### 3.3. Example 2

Minimize $C(X)$

$$
\begin{equation*}
C(X)=\left(x_{3}-0.15\right)^{2} \tag{16}
\end{equation*}
$$

subject to:

$$
\begin{align*}
& x_{1}-x_{2}+2 x_{3}-6=0 \\
& x_{1}-2 x_{2}-8=0 \tag{17}
\end{align*}
$$

In this case, $M=2$, that is, system (17) is determined by two dependent variables, and the third is an independent parameter. We define $x_{1}$ as an independent parameter. In this case, $x_{2}$ and $x_{3}$ are dependent.

This test problem also has an analytical solution. It can be seen that the objective function, being non-negatively defined, reaches the minimum, zero value at the point $x_{3}=0.15$. In this case, to fulfill the restrictions (17), the variables $x_{1}$ and $x_{2}$ take the following values: $x_{1}=3.4, x_{2}=-2.3$. Let us find a solution to the problem in accordance with the developed approach. Using the generalized optimization approach, system (17) is transformed into the following system:

$$
\begin{align*}
& \left(1-u_{1}\right)\left(x_{1}-x_{2}+2 x_{3}-6\right)=0 \\
& \left(1-u_{2}\right)\left(x_{1}-2 x_{2}-8\right)=0 \tag{18}
\end{align*}
$$

The control vector for this example has two components: $U=\left(u_{1}, u_{2}\right)$. Table 2 shows the dynamics of changes in the number of generations and processor time ( $s$ ) of the GA depending on the required precision $\delta$ of minimizing the objective function $F$ for three strategies: TOS, MTOS and composite strategy (00)(11) with optimal switching point Sp between strategies (00) and (11).

The traditional strategy requires much more generations than modified or composite strategies while obtaining the same precision.

Analyzing the results in the table, one can see that TOS can find a solution with a precision of $10^{-3}$ and no higher. At the same time, the MTOS with the control vector (11) and the composite strategy with the control vector $(00)(11)$ make it possible to find a solution with a precision of $5 \times 10^{-5}$ and $3 \times 10^{-8}$, respectively. It can be seen that MTOS with $U=(11)$ and a combined strategy with $U=(00)(11)$ find a solution for a smaller number of generations and a smaller processor time than TOS with $U=(00)$. We see that MTOS and the composite strategy solve an optimization problem with two orders of magnitude fewer generations than TOS for $10^{-2}$ precision and four orders of magnitude less for $5 \times 10^{-3}$ precision.

TOS solves the optimization problem in 5.959 s with a precision of $10^{-2}$ and 240.53 s with a precision of $5 \times 10^{-3}$. The composite strategy solves this problem in 0.047 s with an accuracy of $10^{-2}$ and 0.05 s with an accuracy of $5 \times 10^{-3}$. In this case the CPU time gain is 126 times for 10-2 precision and 4810 times for $5 \times 10^{-3}$ precision.

The dependence of the generalized objective function $F$ is shown in Fig. 2 under successive change of generations for strategies (00), (11) and composite strategy (00)(11).

It can be seen that for the three presented strategies, different behavior of the function $F$ is observed. MTOS and the composite strategy provide a large gain in generation's number and CPU time to ensure the desired precision.

Table 2. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ of function $F$ for three strategies: TOS, MTOS and composite strategy (00)(11) with the optimal switching point Sp .



Fig. 2. Dependence of the function $F$ under successive generational change for strategies ( 00 ), (11) and composite strategy (00)(11).

Variables $x_{1}, x_{2}$ and $x_{3}$ take values of 3.4, -2.3 and 0.15 , respectively, but with different degrees of accuracy for the three studied strategies.

### 3.4. Example 3

This example analyzes the process of optimizing a function for one of the reference problems - finding the global minimum of the modified Shekel function. This function is given by the following equation:

$$
\begin{equation*}
C(X)=-\sum_{i=1}^{m}\left(\sum_{j=1}^{N}\left(x_{j}-a_{i j}\right)^{2}+c_{i}\right)^{-1}+c_{0} \tag{19}
\end{equation*}
$$

where $m$ is the number of possible minima of the function, $N$ is the total number of variables, $a_{i j}$ are the coordinates of possible minima, $c_{i}$ are the coefficients that determine the values of possible minima. There is no coefficient $c_{0}$ in the standard definition of the Shekel function. Such assignment of the Shekel function is typical for the problem of unconstrained optimization. Possible minima of function (19) are located in the negative area and the global minimum corresponds to the deepest dip. Let us define the following coefficients in Eq. (19): $N=2, m=5$. For this example, the Shekel function depends on two variables $x_{1}$ and $x_{2}$, and is defined by five possible minima given by the following coordinates: $a_{11}=1.10, a_{12}=0.0316, a_{21}$ $=2.0, a_{22}=1.0, a_{31}=3.0, a_{32}=2.828427, a_{41}=3.5, a_{42}=3.952847, a_{51}=4.0, a_{52}=5.196$. Each pair of coefficients determines the coordinates of the minima. The values of the minima correspond to the coefficients $c_{1}, c_{2}, c_{3}, c_{4}$ and $c_{5}$, which are defined below. Since the optimization problem is being solved in the presence of constrains, we set constrains in the following form:

$$
\begin{align*}
& \left(x_{1}-1\right)^{3}-x_{2}^{2}=0  \tag{20}\\
& x_{1} \geq 0, x_{2} \geq 0 \tag{21}
\end{align*}
$$

Eq. (20) is a relationship equation between variables, being a model of some system and when an independent variable $x_{1}$ is specified, the dependent variable $x_{2}$ is uniquely determined.

A feature of optimizing an electronic circuit and applying a generalized approach is that the objective function can be set to be non-negative and its global minimum, therefore, has a value of 0 . In this case, some modification of the Shekel function is required, which consists in adding the coefficient $c_{0}$ in Eq. (19), which is equal to the absolute value of the global minimum. In this case, the entire function "rises" by the value of the global minimum and is non-negative.

The presence of one independent variable and one dependent correspond to $K=1, M=1$. Using a generalized approach to optimization, Eq. (20) is transformed into the following equation:

$$
\begin{equation*}
(1-u)\left(\left(x_{1}-1\right)^{3}-x_{2}^{2}\right)=0 \tag{22}
\end{equation*}
$$

In this case, only two main strategies TOS and MTOS and possible compound strategies can be defined.

Numerical analysis of the Shekel function (19) for given coefficients and $c_{0}=0$ made it possible to reveal the presence of four minima, one of which is global, at the points corresponding to the first four pairs of coefficients $a_{i j}$. Let us consider three variants of the distribution of the minima of the Shekel function.

### 3.4.1. Option 1

The minima correspond to the following coefficients: $c_{1}=0.1, c_{2}=0.2, c_{3}=0.3, c_{4}=0.2, c_{5}$ $=0.3$. The values of the minima are as follows: $C_{\min 1}=-10.6454, C_{\text {min } 2}=-5.8458, C_{\text {min }}=-4.2235$ and $C_{\text {min } 4}=-5.6889$. The first minimum is global and corresponds to the coordinates: $x_{1}=1.1$, $x_{2}=0.0316$. The coefficient $\mathrm{c}_{0}$ in Eq. (19) is taken equal to 10.6454 .

Function optimization results (19) under constraints (20)-(21) for TOS, MTOS and composite strategies that includes two main strategies with a control vector (0)(1) are given in Table 3, Fig. 3 and Fig. 4. The traditional TOS strategy comes to a local minimum with $F=4.75$ and coordinates $x_{1}=2.0, x_{2}=1.0$. That is, we can state that this strategy does not find a solution to the problem. At the same time, the MTOS and composite strategy find a global minimum equal to zero with coordinates $x_{1}=1.10, x_{2}=0.0316$. Table 3 shows the results of the optimization process for different accuracy $\delta$ of minimizing the objective function $F$ for MTOS and a composite strategy with control vector (0)(1) and switching point $\mathrm{Sp}=3$. A comparison of these strategies shows a slight advantage of the composite strategy while increasing the required accuracy of solving the problem.

Table 3. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ of function $F$ for two strategies: MTOS and composite strategy ( 0 )(1) with the optimal switching point $\mathrm{Sp}=3$.

| Precision $\delta$ | Number of generations (Processor time (s)) |  |
| :---: | :---: | :---: |
|  | Control vector (1) | Control vector (0)(1) |
| $10^{-1}$ | 22 | 24 |
|  | (0.05) | (0.058) |
| 10-2 | 38 | 38 |
|  | (0.086) | (0.087) |
| $10^{-3}$ | 45 | 42 |
|  | (0.10) | (0.098) |
| 10-4 | 65 | 55 |
|  | (0.144) | (0.128) |
| $10^{-5}$ | 79 | 56 |
|  | (0.174) | (0.131) |
| 10-6 | 80 | 58 |
|  | (0.18) | (0.136) |
| 10-7 | 91 | 79 |
|  | (0.202) | (0.175) |
| 10-8 | 909 | 812 |
|  | (2.014) | (1.802) |
| $3 \times 10^{-9}$ | - | 37659 |
|  |  | (83.573) |

Fig. 3 shows the trajectories of the optimization process, including two components $x_{1}$ and $x_{2}$ of the vector $X$, calculated by Eq. (12) for three strategies, TOS, MTOS and a composite strategy with a control vector (0)(1).


Fig. 3. Trajectories of the optimization process for three strategies (0), (1) and composite strategy (0)(1).
Point $S$ corresponds to the starting point of the optimization process, $\mathrm{F}_{1}$ is the final point of the optimization process, corresponding to MTOS and the composite strategy (0)(1) and is the global minimum point, $\mathrm{F}_{2}$ is the final point of the optimization process, corresponding to TOS and being one of the local minima. Sp is the switching point from strategy (0) to strategy (1). It is important to emphasize that the TOS corresponding to the control vector (0) has a "hard" trajectory in the sense that condition (20) must always be satisfied on this trajectory. At the same time, the other two strategies work under the conditions of two independent variables $x_{1}$ and $x_{2}$, and condition (20) may not be satisfied on the entire trajectory, except for the final point. In this sense, these two strategies are more stochastic, which ultimately leads to the possibility of "skip past" local minima and find a global one.

The dependence of the generalized objective function $F$ on the number of generations is shown in Fig. 4 for three strategies TOS, MTOS and a composite strategy with a control vector $(0)(1)$ for an accuracy of $\delta=10^{-5}$. Sp is the switching point from one strategy to another.


Fig. 4. Dependence of the function $F$ under successive generational change for strategies (0), (1) and composite strategy (0)(1).

The function $F$ for TOS decreases to 4.75 and then does not change, which corresponds to a local minimum. At the same time, for the other two strategies, the function $F$ decreases to the values $10^{-8}-10^{-9}$ that gives a high accuracy of the optimization process implementation, since it corresponds to the global minimum.

### 3.4.2. Option 2

The minima correspond to the following coefficients: $c_{1}=0.15, c_{2}=0.1, c_{3}=0.3, c_{4}=0.2$, $c_{5}=0.3$. The values of the minima are as follows: $C_{\text {min } 1}=-7.3399, C_{\text {min2 }}=-10.8316, C_{\text {min3 }}=-4.2280$ and $C_{\text {min } 4}=-5.6896$. The second minimum is global and corresponds to the coordinates: $x_{1}=2.0$, $x_{2}=1.0$. The coefficient $c_{0}$ in Eq. (19) was set equal to 10.8316 .

Optimization results of function (19) under constraints (20)-(21) for three strategies TOS, MTOS and a composite one that includes two main strategies with a control vector (0)(1) are given in Table 4.

Table 4. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ of function $F$ for three strategies: TOS, MTOS and composite strategy $(0)(1)$ with the optimal switching point $\mathrm{Sp}=1$.

| Precision $\delta$ | Number of generations (Processor time (s)) |  |  |
| :---: | :---: | :---: | :---: |
|  | Control vector (0) | Control vector (1) | Control vector (0)(1) |
| $10^{-2}$ | 26 | 32 | 43 |
|  | (0.041) | (0.073) | (0.098) |
| $10^{-3}$ | 31 | 60 | 76 |
|  | (0.048) | (0.137) | (0.174) |
| $10^{-4}$ | 37 | 97 | 79, |
|  | (0.058) | (0.222) | (0.181) |
| $10^{-5}$ | 350 | 99 | 85 |
|  | (0.549) | (0.227) | (0.194) |
| 10-6 | 1212 | 949 | 201 |
|  | (1.903) | (2.173) | (0.460) |
| $3 \times 10^{-7}$ | - | 9179 | 666 |
|  | - | (21.020) | (1.525) |
| 10-7 | - | - | 8998 |
|  |  |  | (20.605) |
| $2 \times 10^{-8}$ | - | - | 13457 |
|  |  |  | (30.816) |

All three strategies find the global minimum corresponding to the point with coordinates $x_{1}=2.0, x_{2}=1.0$, however, the accuracy of finding this minimum is different for these strategies. TOS finds the minimum with a marginal accuracy of $10^{-6}$, MTOS with an accuracy of $3 \times 10^{-7}$ and a compound strategy with an accuracy of $2 \times 10^{-8}$.

### 3.4.3. Option 3

The minima correspond to the following coefficients: $c_{1}=0.2, c_{2}=0.1, c_{3}=0.07, c_{4}=0.15$, $c_{5}=0.3$. The values of the minima are as follows: $C_{\text {min } 1}=-5.6751, C_{\text {min2 }}=-10.8296, C_{\text {min }}=-15.1971$ and $C_{\text {min } 4}=-7.4365$. The third minimum is global and corresponds to the coordinates: $x_{1}=3.0$, $x_{2}=2.828$. The coefficient $c_{0}$ in Eq. (19) was set equal to 15.1971.

Optimization results of function (19) under constraints (20)-(21) for two strategies MTOS and a composite one that includes two main strategies with a control vector (0)(1) are given in Table 5.

Table 5. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ for two strategies: MTOS and composite strategy $(0)(1)$ with the optimal switching point $\mathrm{Sp}=1$.

| Precision $\delta$ | Number of generations |  |
| :---: | :---: | :---: |
|  | Control vector (1) | Control vector (0)(1) |
| $10^{-1}$ | 33 | 32 |
|  | (0.075) | (0.073) |
| $10^{-2}$ | 52 | 48 |
|  | $(0.119)$ | $(0.110)$ |
| $10^{-3}$ | 61 | 61 |
|  | (0.140) | (0.140) |
| $10^{-4}$ | 66 | 79 |
|  | (0.151) | (0.181) |
| $10^{-5}$ | 73 | 79 |
|  | (0.167) | (0.181) |
| $5 \times 10^{-6}$ | 6655 | 81 |
|  | $(15.240)$ | (0.185) |
| $4 \times 10^{-6}$ |  | 82 |
|  | (216.288) | (0.186) |
| 10-6 | - | 366 |
|  | - | (0.838) |
| $2 \times 10^{-7}$ | - | 29672 |
|  | - | (67.949) |

In this case, as well as in the first variant, the traditional strategy does not find a global minimum, but stops in a local minimum with coordinates $x_{1}=2.0, x_{2}=1.0$. MTOS and the composite strategy find the global minimum corresponding to the point with coordinates $x_{1}=$ $3.0, x_{2}=2.828$. At the same time, the composite strategy finds a minimum with a maximum accuracy of $2 \times 10^{-7}$, which is an order of magnitude better than the MTOS strategy.

The analysis of this example allows us to understand the specifics of optimizing a multiextremal function in the presence of restrictions. In this case, the use of the traditional strategy does not always allow one to find the global minimum, since the process can loop in local minima. At the same time, some strategies emerging from the generalized approach can overcome this problem and find the global minimum with a high degree of accuracy.

### 3.5. Example 4

Let us optimize the circuit of a four-node nonlinear voltage divider shown in Fig. 5. The conductivities $y_{1}, y_{2}, y_{3}, y_{4}, y_{5}$ are positive and represent a set of parameters for a given circuit $(K=5)$ that are defined as independent. Voltages in circuit nodes $V_{1}, V_{2}, V_{3}, V_{4}$ are
dependent parameters $(M=4)$. The aim of circuit optimization is to obtain the required values of all nodal voltages $V_{10}, V_{20}, V_{30}, V_{40}$ by selecting conductivities.


Fig. 5. Four-node nonlinear passive circuit.
Given that the voltage at the input of the divider is 1 V , these constants in the normalized form have the following values: $V_{10}=0.7, V_{20}=0.4, V_{30}=0.2, V_{40}=0.1$.

In mathematical terms, this problem can be represented as a problem of minimizing some objective function. Let us define the objective function of the optimization process by means of the following equation:

$$
\begin{equation*}
C(X)=\sum_{i=1}^{M}\left[\left(V_{i}-V_{i o}\right)^{2}\right] \tag{23}
\end{equation*}
$$

The mathematical model of the circuit in this case acts as a set of restrictions. Let's define non-linear elements by the following expressions: $y_{n 1}=a_{n 1}+b_{n 1} \cdot\left(V_{1}-V_{2}\right)^{2}$ $y_{n 2}=a_{n 2}+b_{n 2} \cdot\left(V_{2}-V_{3}\right)^{2}$ and $y_{n 3}=a_{n 3}+b_{n 3} \cdot\left(V_{3}-V_{4}\right)^{2}$, where $a_{n 1}=a_{n 2}=a_{n 3}=1$, and $b_{n 1}=b_{n 2}=b_{n 2}=0.9$. Vector $X$ includes nine components $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}, x_{9}\right)$, where: $x_{1}^{2}=y_{1}, x_{2}^{2}=y_{2}, x_{3}^{2}=y_{3}, x_{4}^{2}=y_{4}, x_{5}^{2}=y_{5}, x_{6}=V_{1}, x_{7}=V_{2}, x_{8}=V_{3}$ and $x_{9}=V_{4}$. These equations for the components $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ always make it possible to obtain positive conductivities. This removes the problem of the mandatory positive definiteness of each component of the vector $X$. The first five components of this vector can have both positive and negative values. In this case, the conductivities are always positive.

Eq. (23) is transformed into the following form:

$$
\begin{equation*}
C(X)=\sum_{i=1}^{M}\left[\left(x_{K+i}-V_{i 0}\right)^{2}\right] \tag{24}
\end{equation*}
$$

Considering the Kirchhoff laws, the mathematical model of the circuit can be represented by four equations of the nodal voltage method, and the functions $g_{j}(X)$ are given using the following equations:

$$
\begin{align*}
& g_{1}(X) \equiv-x_{1}^{2}+\left(x_{1}^{2}+x_{2}^{2}\right) x_{6}+\left\{a_{\mathrm{n} 1}+b_{\mathrm{n} 1}\left(x_{6}-x_{7}\right)^{2}\right\}\left(x_{6}-x_{7}\right)=0 \\
& g_{2}(X) \equiv x_{3}^{2} x_{7}+\left\{a_{\mathrm{n} 1}+b_{\mathrm{n} 1}\left(x_{6}-x_{7}\right)^{2}\right\}\left(x_{7}-x_{6}\right)+\left\{a_{\mathrm{n} 2}+b_{\mathrm{n} 2}\left(x_{7}-x_{8}\right)^{2}\right\}\left(x_{7}-x_{8}\right)=0  \tag{25}\\
& g_{3}(X) \equiv x_{4}^{2} x_{8}+\left\{a_{\mathrm{n} 2}+b_{\mathrm{n} 2}\left(x_{7}-x_{8}\right)^{2}\right\}\left(x_{8}-x_{7}\right)+\left\{a_{\mathrm{n} 3}+b_{\mathrm{n} 3}\left(x_{8}-x_{9}\right)^{2}\right\}\left(x_{8}-x_{9}\right)=0 \\
& g_{4}(X) \equiv x_{5}^{2} x_{9}+\left\{a_{\mathrm{n} 3}+b_{\mathrm{n} 3}\left(x_{8}-x_{9}\right)^{2}\right\}\left(x_{9}-x_{8}\right)=0
\end{align*}
$$

Therefore, we must minimize the function $C(X)$ given by expression (24) with additional conditions (25). The control vector $U$ has four components: $U=\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$.

Applying Eqs. (6) and (7), gives the following equation for the generalized objective function $F$ :

$$
\begin{equation*}
F(X, U)=C(X)+\frac{1}{\sigma} \sum_{j=1}^{4} u_{j} g_{j}^{2}(X) \tag{26}
\end{equation*}
$$

The number of structural basis strategies is quite large and equals 16. Of course, there are a large number of possible combinations of different strategies, but, as was shown in [7], when using deterministic optimization methods, the best results should be expected from a combination of TOS and MTOS strategies with the control vector ( $00 \ldots 0$ ) and (11...1).

Table 6 shows dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ for three strategies: TOS, MTOS and composite strategy $(0000)(1111)$ with the optimal switching point $\mathrm{Sp}=6$ between strategies (0000) and (1111).

Table 6. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ for three strategies: TOS, MTOS and composite strategy $(0000)(1111)$ with the optimal switching point $\mathrm{Sp}=6$.

| Precision $\delta$ | Control vector (0000) | Number of generations <br> (Processor time (s)) <br> Control vector (1111) | Control vector (0000)(1111) |
| :---: | :---: | :---: | :---: |
| $4 \times 10^{-3}$ | $\begin{gathered} 77 \\ (0.298) \\ \hline \end{gathered}$ | $\begin{gathered} 72 \\ (0.074) \end{gathered}$ | $\begin{gathered} 68 \\ (0.087) \\ \hline \end{gathered}$ |
| $5 \times 10^{-4}$ | $\begin{gathered} 80 \\ (0.31) \end{gathered}$ | $\begin{gathered} 77 \\ (0.079) \end{gathered}$ | $\begin{gathered} 69 \\ (0.088) \end{gathered}$ |
| $3.77 \times 10^{-4}$ | $\begin{gathered} \hline 107 \\ (0.414) \end{gathered}$ | $\begin{gathered} 81 \\ (0.083) \end{gathered}$ | $\begin{gathered} 70 \\ (0.089) \end{gathered}$ |
| $3.765 \times 10^{-4}$ | $\begin{aligned} & 176809 \\ & (684.25) \end{aligned}$ | $\begin{gathered} 81 \\ (0.083) \end{gathered}$ | $\begin{gathered} 70 \\ (0.089) \end{gathered}$ |
| $3.76 \times 10^{-4}$ | - | $\begin{gathered} 81 \\ (0.083) \end{gathered}$ | $\begin{gathered} 70 \\ (0.089) \end{gathered}$ |
| $3 \times 10^{-4}$ | - | $\begin{gathered} 84 \\ (0.086) \end{gathered}$ | $\begin{gathered} 72 \\ (0.091) \end{gathered}$ |
| $10^{-4}$ | - | $\begin{gathered} 93 \\ (0.096) \end{gathered}$ | $\begin{gathered} 75 \\ (0.094) \end{gathered}$ |
| 10-5 | - | $\begin{gathered} 111 \\ (0.114) \end{gathered}$ | $\begin{gathered} 82 \\ (0.101) \end{gathered}$ |
| 10-6 | - | $\begin{gathered} \hline 126 \\ (0.13) \end{gathered}$ | $\begin{gathered} 84 \\ (0.104) \end{gathered}$ |
| $2 \times 10^{-7}$ | - | $\begin{gathered} 148 \\ (0.152) \end{gathered}$ | $\begin{gathered} 86 \\ (0.106) \end{gathered}$ |
| $10^{-7}$ | - | - | $\begin{gathered} 88 \\ (0.108) \end{gathered}$ |
| $4 \times 10^{-8}$ | - | - | $\begin{gathered} \hline 164 \\ (0.186) \end{gathered}$ |

It can be stated that the use of MTOS and the composite strategy makes it possible to obtain a significant gain compared to TOS both in terms of the number of generations and processor time to achieve an accuracy of $3.765 \times 10^{-4}$. It should be noted that this is the ultimate accuracy that a traditional optimization strategy can achieve.

MTOS with a control vector (1111) and a composite strategy with a control vector (0000)(1111) have an advantage over TOS of more than 2000 times in the number of generations and more than 8000 times in processor time. TOS does not find a solution if the required error is reduced to a value less than $3.76510^{-4}$. In contrast, MTOS and the composite strategy find solutions up to a precision of $2 \times 10^{-7}$ or $4 \times 10^{-8}$ for the first and second strategies, respectively. The number of GA generations as a function of the position of the switching point Sp for the composite strategy (0000)(1111) for accuracy $\delta=10^{-5}$ is presented in Table 7.

Table 7. Number of generations as a function of the switching point Sp of the composite strategy (0000)(1111).

| Switch point Sp | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of generations G | 98 | 85 | 82 | 84 | 89 | 112 | 109 | 119 |

The optimal value of the switching point between strategies $S p=6$. That is, the strategy with the control vector (0000) works for the first five steps, and the subsequent ones with the vector (1111). The dependences of the generalized objective function $F$ on the successive change of generations for the strategies with the control vector (0000), (1111) and the composite strategy (0000)(1111) with a given error $\delta=2 \times 10^{-7}$ are shown in Fig. 6 .

Fig. 6 shows the dependence of the generalized objective function $F$ under successive generational change for strategies with the control vector (0000), (1111), and composite strategy (0000)(1111) for a given error $\delta=2 \times 10^{-7}$.


Fig. 6. Dependence of the generalized objective function $F$ under successive generational change for strategies (0000), (1111) and composite strategy (0000)(1111).

It can be seen from the figure that TOS does not provide good accuracy of the solution, unlike MTOS and the composite strategy. Conversely, the MTOS and the composite strategy give a solution of the problem with high accuracy $\left(2 \times 10^{-7}\right)$ in a relatively small number of generations. It is important to emphasize that TOS cannot solve the problem with such accuracy in a foreseeable period.

A new population with different properties is formed for a composite strategy at the switching point Sp . At this point, the population structure changes drastically, and the optimization process leaves the local minimum trap. For this reason, this strategy achieves the minimum of the objective function with greater precision than other strategies.

### 3.6. Example 5

Let us analyze the procedure for optimizing the two-cascade transistor amplifier shown in Fig. 7.


Fig. 7. The two-cascade amplifier.
In this case, we define five variables as independent: $y_{1}, y_{2}, y_{3}, y_{4}$ and $y_{5}(K=5)$ and five variables as dependent: $V_{1}, V_{2}, V_{3}, V_{4}$ and $V_{5}(M=5)$.

We can define all ten components of the vector $X$ by the next equations: $x_{1}{ }^{2}=y_{1}, x_{2}{ }^{2}=y_{2}$, $x_{3}{ }^{2}=y_{3}, x_{4}{ }^{2}=y_{4}, x_{5}^{2}=y_{5}, x_{6}=V_{1}, x_{7}=V_{2}, x_{8}=V_{3}, x_{9}=V_{4}, x_{10}=V_{5}$. The transistor model is approximated by the static Ebers-Moll model [37]. Since voltages across transistor junctions are important parameters, the cost function $C(X)$ is now determined by the squares of the differences between the calculated values of the voltages and previously specified values for all transistor junctions using the following equation:

$$
\begin{equation*}
C(X)=\sum_{i=1}^{2}\left[\left(V_{E B i}-V_{E B O i}\right)^{2}+\left(V_{C B i}-V_{C B O i}\right)^{2}\right] \tag{27}
\end{equation*}
$$

where $V_{E B i}$ and $V_{C B i}$ are the calculated voltages at the emitter and collector junctions and $V_{E B O i}$ and $V_{\text {CBOi }}$ are the specified voltages at these junctions. We define these values as follows: $V_{E B 01}=$ $-0.29 \mathrm{~V}, V_{\text {CB01 }}=5.3 \mathrm{~V}, V_{\text {EB02 }}=-0.3 \mathrm{~V}, V_{\text {CB02 }}=6.6 \mathrm{~V}$. In this case, we get a gain of 6000 or more. In this example, five control functions make up the control vector $U=\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)$. The structural basis of the optimization strategies includes 32 strategies. The mathematical model of circuit (28) includes five equations:

$$
\begin{align*}
& g_{1}(X) \equiv I_{\mathrm{B} 1}+\left(x_{6}-E_{0}\right) x_{1}^{2}=0 \\
& g_{2}(X) \equiv I_{\mathrm{E} 1}+x_{7} x_{2}^{2}=0 \\
& g_{3}(X) \equiv I_{\mathrm{E} 2}+x_{9} x_{4}^{2}=0  \tag{28}\\
& g_{4}(X) \equiv I_{\mathrm{C} 2}+\left(x_{10}-E_{1}\right) x_{5}^{2}=0 \\
& g_{5}(X) \equiv I_{\mathrm{C} 1}+I_{\mathrm{B} 2}+\left(x_{8}-E_{1}\right) x_{3}^{2}=0
\end{align*}
$$

where $I_{\mathrm{B} 1}, I_{\mathrm{B} 2}, I_{\mathrm{E} 1}, I_{\mathrm{E} 2}, I_{\mathrm{C} 1}$ and $I_{\mathrm{C} 2}-$ are the base, emitter, and collector currents, respectively, for both transistors. System (28) is transformed into system (29).

$$
\begin{equation*}
\left(1-u_{j}\right) g_{j}(X)=0, j=1,2,3,4,5 . \tag{29}
\end{equation*}
$$

The function $F(X, U)$ can be represented by the next equation:

$$
\begin{equation*}
F(X, U)=C(X)+\frac{1}{\sigma} \sum_{j=1}^{5} u_{j} g_{j}^{2}(X) \tag{30}
\end{equation*}
$$

To achieve better results, it is possible to use one, two or more switching points between strategies. Table 8 gives the generation number, as well as the processor time, when the
function $F$ reaches its minimum value with an accuracy of $\delta$ for three different strategies: TOS with control vector (00000), MTOS with control vector (11111), as well as a combined strategy with control vector (11111)(00000)(11111) and two switching points $\mathrm{Sp} 1=5$ and $\mathrm{Sp2}=9$.

Table 8. Dynamics of changes in the number of generations and processor time (s) of the GA depending on the required precision $\delta$ for three strategies: TOS, MTOS and composite strategy (11111)(00000)(11111) with two switch points Sp 1 and Sp 2 .

| Precision $\delta$ | Control vector (00000) | Number of generations <br> (Processor time (s)) <br> Control vector (11111) | Control vector (0000)(1111), Sp1=5, Sp2=9 |
| :---: | :---: | :---: | :---: |
| $5 \times 10^{-2}$ | $\begin{gathered} \hline 28563 \\ (931.89) \end{gathered}$ | $\begin{gathered} 52 \\ (0.16) \end{gathered}$ | $\begin{gathered} 38 \\ (0.235) \\ \hline \end{gathered}$ |
| $10^{-2}$ | $\begin{aligned} & 389533 \\ & (12708) \end{aligned}$ | $\begin{gathered} 56 \\ (0.172) \end{gathered}$ | $\begin{gathered} 43 \\ (0.25) \end{gathered}$ |
| $5 \times 10^{-3}$ | $\begin{gathered} 1691364 \\ (55181) \end{gathered}$ | $\begin{gathered} 59 \\ (0.182) \end{gathered}$ | $\begin{gathered} 47 \\ (0.268) \end{gathered}$ |
| $10^{-3}$ | - | $\begin{gathered} 65 \\ (0.2) \end{gathered}$ | $\begin{gathered} 52 \\ (0.278) \end{gathered}$ |
| $10^{-4}$ | - | $\begin{gathered} 80 \\ (0.246) \end{gathered}$ | $\begin{gathered} 62 \\ (0.309) \end{gathered}$ |
| $10^{-5}$ | - | $\begin{gathered} \hline 88 \\ (0.271) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 66 \\ (0.321) \\ \hline \end{gathered}$ |
| $10^{-6}$ | - | $\begin{gathered} 94 \\ (0.289) \end{gathered}$ | $\begin{gathered} 78 \\ (0.358) \end{gathered}$ |
| $1.7 \times 10^{-7}$ | - | $\begin{gathered} 134 \\ (0.412) \end{gathered}$ | $\begin{gathered} 87 \\ (0.385) \end{gathered}$ |
| $1.03 \times 10^{-7}$ | - | - | $\begin{gathered} 114 \\ (0.469) \end{gathered}$ |

As we can see, the MTOS and the combined strategy require significantly fewer generations than TOS to obtain the same precision. Besides, the TOS does not provide a minimum of the objective function with sufficient accuracy. TOS does not find a solution in an acceptable time if the required error is $5 \times 10^{-3}$ or less. The MTOS finds a solution with an accuracy of $1.7 \times 10^{-7}$, and the composite strategy with an accuracy of $1.03 \times 10^{-7}$. Table 8 shows that the composite strategy performs better than MTOS and allows you to find a solution both in fewer generations and in less processor time.

It should be emphasized that the combined strategy is the champion in the case of the requirement to obtain the highest possible accuracy of the optimization process.

The switching point for the combined strategy affects the final result. Table 9 shows the effect of the second switching point $\operatorname{Sp} 2$, with the previously defined first point $\mathrm{Sp} 1=5$, for a given error $\delta=10^{-6}$.

Table 9. Number of generations as a function of the switching point Sp 2 and $\mathrm{Sp} 1=5$ for the composite strategy (11111)(00000)(11111).

| Switch point Sp2 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of generations G | 85 | 82 | 92 | 78 | 81 | 87 | 99 | 118 |

It is clear that the switching point ultimately determines the number of generations required to achieve a given accuracy. The minimum number of generations is reached if the switching point $\mathrm{Sp2}=9$. The dependencies of the function $F$ are shown in Fig. 8 under successive generational change for strategies (00000), (11111) and composite strategy (11111)(00000)(11111) for a given error $\delta=1.7 \times 10^{-7}$.

It should be noted that when using TOS, there is no way to solve the optimization problem with an error less than $5 \times 10^{-3}$. It can be seen that MTOS and the composite strategy give a large gain in solution accuracy compared to TOS.


Fig. 8. Dependence of the generalized objective function $F$ under successive generational change for strategies (00000), (11111) and composite strategy (11111)(00000)(11111).

For this accuracy, MTOS has a time gain of 303192 times compared to TOS, and the combined strategy has a gain of 205899 times. Thus, for this accuracy, MTOS is a more efficient strategy. However, for accuracy above $10^{-6}$, the combined strategy is the most effective.

Using the generalized optimization approach within the genetic algorithm is a mechanism that contributes to changing the internal structure of the vector $X$, and at the same time, changing the structure of the principal function of the GA - the fitness function. This effect manifests itself within the optimization process, since it depends on the structure of the control vector $U$, which can be changed at any step of the optimization process. In this case, the GA has the opportunity to get around local minima and continue the search for a global minimum.

New strategies that appear within the idea of generalized optimization help to increase the accuracy of the solution and reduce the processor time. This can be seen from a comparison of the results obtained using TOS, MTOS and a combined strategy.

When analyzing a composite strategy, the most important element is the optimal switching points between different strategies of structural basis. This problem is solved relatively easily in the case of using the two main strategies TOS and MTOS, and in this case we can talk about a quasi-optimal strategy. In a more general case, it is required to introduce additional conditions that allow, based on certain criteria, to choose the most promising combinations of different strategies.

This approach opens up new possibilities in the problem of finding and constructing global minimization algorithms. However, to construct a quasi-optimal algorithm, additional analysis is required based on the study of the properties of different strategies.

The results obtained in this section show that changing the mechanism for calculating the fitness function during the operation of the GA leads to the exit from local minima and overcoming premature convergence.

In this case, it is possible to improve the accuracy of the solution, which can be transformed into a decrease in the generation number and processor time. It can be noted that the optimization strategies of the generalized approach can be used to improve the algorithms for solving both non-linear programming problems in general and electronic systems optimization problems.

## 4. CONCLUSIONS

Recently, based on control theory, we developed a generalized approach to the problem of optimizing electronic circuits using deterministic methods such as the gradient method, Newton's method, etc. This made it possible to determine many different optimization strategies by introducing a control vector and to formulate the problem of finding the optimal strategy by optimizing the structure of this vector. It was shown that this approach provides a significant acceleration of the optimization procedure through the use of various strategies and the formation of composite strategies.

The application of a similar approach using a genetic algorithm as the basis of an optimization procedure leads to a change in the structure and main parameters of this algorithm. The results of this investigation demonstrate the possibility of introducing the idea of generalized optimization into the body of the genetic algorithm, which leads to a change in the structure of chromosomes and the fitness function during the operation of the algorithm and the formation of a set of different optimization strategies. In turn, the emergence of a set of strategies inside the GA makes it possible to use various strategies of this set, as well as to form their combinations, which can significantly improve the characteristics of the optimization process. The results obtained showed that changing the main parameters of the GA makes it possible to bypass local minima and overcome premature convergence. An analysis of the optimization procedure for some electronic circuits showed the effectiveness of this approach. In this case, it becomes possible to increase the optimization accuracy by 3-4 orders of magnitude and reduce processor time by 3-5 orders of magnitude compared to traditional GA. Thus, it can be emphasized that new optimization strategies that appear within the framework of the presented methodology have good prospects both for improving the process of solving a nonlinear programming problem in general, and especially for optimizing electronic systems. It can be assumed that such a methodology for solving the optimization problem, based on a generalized approach, can be extended to other stochastic optimization methods, which may be the subject of future research. In this case, an improvement in the performance of the optimization process is also expected.
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