
JJEE      Volume 8, Number 2, June 2022 
Pages 165-178 

Jordan Journal of Electrical Engineering ISSN (Print): 2409-9600, ISSN (Online): 2409-9619 

 

 

* Corresponding author                                                                                                                                 Article’s DOI: 10.5455/jjee.204-1638861465 
 

 
 

 
Deep Learning in Vehicle Detection Using ResUNet-a 

Architecture
 

Zohreh Dorrani1 , Hassan Farsi2* , Sajad Mohamadzadeh3   

1, 2, 3 Department of Electrical and Computer Engineering, University of Birjand, Birjand, Iran 
E-mail: hfarsi@birjand.ac.ir  

 
  Received: December 07, 2021  Revised: January 23, 2022   Accepted: January 31, 2022 

 
Abstract— Vehicle detection is still a challenge in object detection. Although there are many related research 
achievements, there is still a room for improvement. In this context, this paper presents a method that utilizes the 
ResUNet-a architecture – that is characterized by its high accuracy - to extract features for improved vehicle 
detection performance. Edge detection is used on these features to reduce the number of calculations. The 
removal of shadows by combining color and contour features - for increased detection accuracy - is one of the 
advantages of the proposed method and it is a critical step in improving vehicle detection. The obtained results 
show that the proposed method can detect vehicles with an accuracy of 92.3%. This - in addition to the obtained 
F-measure and η values of 0.9264 and 0.8854, respectively - clearly state that the proposed method - which is 
based on deep learning and edge detection - creates a reasonable balance between speed and accuracy. 
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1. INTRODUCTION  

One of the critical components of an intelligent city is automated traffic management. 

Vehicle detection and counting in video surveillance scenes are important for intelligent 

traffic management and control, leading to better monitoring of traffic flow to reduce 

accidents [1, 2]. A vehicle detection system can quickly and simultaneously perform several 

valuable tasks such as: i) detecting the number of vehicles at intersections, roads, streets and 

other locations; ii) the amount of traffic during the nights/ days; iii) hours of traffic generation 

and iv) type of vehicles and similar issues [3].  

If such information is available, many other problems can be solved such as optimizing 

traffic and distributing it through another street, thinking about parking space and numbers, 

understanding and studying traffic patterns and implementing the most efficient traffic 

management method. In addition, innovative technology will be applied to other systems 

such as toll collection and parking access control [4]. 

 Human can quickly and instantly distinguish objects from complex scenes; but 

translating this through process using a machine requires learning the art of recognizing 

objects using computer vision algorithms. The main goal is to provide a system for identifying 

and detecting vehicles efficiently and accurately so that vehicles can be counted by creating an 

algorithm for better traffic monitoring [5]. 

The use of deep learning and its flagship, i.e., the deep convolution neural network 

(CNN), is widely used in various fields [6-9]. CNN provide the best results in diagnosing 

hand position [9]. These grids have improved the accuracy and speed of semantic image 

segmentation [8]. These applications have also been used in edge detection [10, 11].  
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Better monitoring of traffic flows is essential to reduce accidents. To achieve this, we 

must improve vehicle detection methods. This is even more important for detecting unusual 

conditions such as clouds, dust mites, light changes, shadows, poor camera quality and poor 

vehicle appearance. There are many diagnostic methods in this field that can be used for 

different purposes.  

This paper uses the ResUNet-a [12] architecture to extract feature maps. The edges of 

the image are detected using these features. This algorithm can detect solid and smooth edge 

information, which increases the accuracy of vehicle detection compared to methods that do 

not use edge detection [13]. Also, shadow removal is done in the next step, which can play an 

essential role in improving the performance of the presentation method. The following 

describes the beginning of the ResUNet-a architecture and then the steps. After describing 

how to identify the vehicle, the results, and finally the conclusion are drawn. 

2. RELATED WORKS 

Deep learning is one of the methods that can be useful in solving many problems 

including vehicle detection. 

 In the SSD-VGG16 method [14] - the feature maps from the shallow layer with more 

location information, feature maps from the intermediate layer and feature maps from the 

deep layer with rich semantic information - were interconnected. This led to better detection 

performance in small objects. 

 You only look once (YOLO) method for vehicle detection was reported in literature. 

For this purpose, an improvement of the YOLOv3 model was presented in [15]. The number 

of network layers was reduced and used to detect low-resolution vehicles in infrared aerial 

images. To improve vehicle tracking, the YOLOv4 detector [16, 17] was introduced along 

with some existing methods such as prediction optimization. Also, using YOLOv4+HNEM 

as a detection model using secondary transfer learning from visible datasets, a reasonable 

degree of accuracy was achieved [18]. 

 Haar cascade refers to a set of visual features that can use rectangular areas in a 

specific location. Therefore, pixel intensity and differences between areas were used to detect 

vehicle traffic [19]. CNN used in the single shot multibox detector (SSD), was successfully 

implemented for vehicle detection [20]. The R-CNN mask - which is an evolved R-CNN that 

uses a selective search method - resulted in very few calculations [21]. 

Other algorithms - consisting of vehicle detection through combined applications of 

road marking features – were designed for single goal detection [22]. Since there is no 

common interaction between the objects, it was difficult to identify an object relatively 

simply.  

Chong et al. used the multi-step method for vehicle detection [23]. The bottom shadow 

is extracted to adjust the region of interest of the vehicle and the average energy models and 

marginal areas were created. 

Chang et al. proposed a vision-based vehicle detection system by creating a cascade of 

powerful classifiers for vehicle detection trained in response to changes in traffic 

environments [24]. 

The aforesaid methods introduced algorithms in some specific applications. These 

methods have lower accuracy. Shadow was not evaluated in many of these methods. 
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A two-step detection algorithm based on a combination of Harr and Histogram of 

oriented gradients features was proposed in [25]. This algorithm takes advantage of target 

vehicles, and the prospect region of interest can be extracted using the Harr attributes. 

 Some methods use edge specifications for detection. There are many methods for edge 

detection, that are based on particle swarm optimization algorithm (PSO) [26], deep learning 

method [27], bacterial foraging optimization algorithm (BFO) [28] and its fuzzy [29], PSO 

algorithm for noise images [30], genetic algorithm [GA] [31, 32], ant colony optimization 

(ACO) [33, 34], and neuro-fuzzy processing [35]. Deep learning has significant advantages 

compared to traditional edge detection algorithms. 

Compared to the existing edge detection methods, this paper proposes a method that is 

unique in terms of  its usage of ResUNet-a architecture – that is characterized by its high 

accuracy - for vehicle detection. Edge detection is used in the proposed method’s algorithm 

to increase its speed and reduce computations. Moreover, the proposed method has the 

ability to removes shadows which is expected to increase accuracy 

3. PROPOSED METHOD 

3.1. Architecture of ResUNet-a  

The ResUNet-a architecture model demonstrates the better performance of the current 

segmentation architectures of the deep CNN [12]. UNet block is the backbone and has a 

symmetrical and expansive direction for the accurate location of objects. The structure of the 

ResUNet-a consists of two parts: the encoder and the decoder as shown in Fig. 1. 

 

 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

Fig. 1. Architecture of ResUNet-a. 

 

The encoder includes the input layer, Conv2D layer, Conv2DN layer and ResBlock-a 

layer. The input layer receives the input image. Conv2D layer is a standard 2D convolution 

layer with kernel size equal to 3 and padding that equals 1. The Conv2DN layer is a 2D 

convolution layer in which the kernel size is 3 and padding is 1, followed by a batch of a 

normalized layer. ResBlock layer follows the physiology of the remaining units (the units 

placed between the connections,) i.e., between the first and last layers. Instead of having a 

Encoder                                       Decoder                                                           

     Input/output    Conv2DN       ResBlock       Conv2D         PSP Pooling   Upsample   Combine 
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single residual branch consisting of two consecutive convolution layer branches, there are up 

to four parallel branches so that the input is processed simultaneously in several fields of 

view. The feature map size determines the input property of the dilation rate. 

The decoder includes PSP Pooling layer, upsample layer, combine layer and output 

layer. Pooling layer scans a pyramid that delivers information using maximum pooling at 

four different scales. The first scale is maximum pooling global. In the second scale, the 

feature map is divided into four equal areas and maximum pooling is performed in each 

area. The same applies to the subsequent two scales. As a result, this layer encapsulates 

feature information. 

The up-sample layer contains a prototype of the feature maps, which is then followed 

by the Conv2DN layer. The size of the feature map is doubled and the number of filters in 

the feature map is halved. The combine layer receives two inputs identical to the number of 

filters in each feature map. This layer connects them and outputs the same number of filters 

as the input feature maps.  

The output layer is a multitasking layer that produces a total of four output layers. 

These layers consist of the extent mask, the boundary mask, the distance mask and the 

reconstructed image of the input image. 

3.2. ResUNet-a for Vehicle Detection  

The pseudocode for the proposed method is: 

START 

STEP 1: Read Video 

STEP 2: Extract a video frame 

STEP 3: Convert into gray level image 

STEP 4: The extraction of basic features with ResUNet-a, the input training data set is set to s={(xn.zn)} 

STEP 5: The edge detection step:  

STEP 5-1: The feature re-extraction and sampling and pixels are divided into edge and non-edge 

pixels with:  

        Ek.l = { 1              pk,l

(N)
≥ T 

0             otherwise
 

STEP 5-2: Threshold step:  

The extraction of threshold with Pirahansiah’s single threshold algorithm 

While increasing PSNR>0.1 is true do 

  r = [a, b]. (in the first step a = 0 and b = 255) 

  Find the mean and standard deviation for all of the pixels in  the image range r 

 The mean value of range [t2, b) is set as the threshold value of the partial range. 

  a = t1+1, b = t2-1 

end while 

t1 = mean, t2 = mean+1 

Obtain new image with multilevel threshold 

STEP 6: Shadow removal 

STEP 7: detect the vehicle with the Gaussian mixing method  

END 

 Fig. 2 exhibits the block diagram of the proposed method. 
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Fig. 2. Block diagram of the proposed method. 

ResNet series is used to extract features because the accuracy of this architecture is 

high. To detect edges of the image, it is necessary to extract information of different levels 

from each step layer to the pixel space of the edge. The next block handles feature                 

re-extraction and sampling. So, features can be mapped to the edge pixel space. For this 

purpose, we need to introduce a threshold and compare it with the matrix pixels to reach the 

edge pixels. All pixels are divided into edge and non-edge pixels. Threshold can increase the 

reliability of extracting the edge. This is especially important in cases where there is noise 

because, in many cases, the noise is confused with the edge. Threshold is a problem that 

needs to be addressed in applications of pattern recognition methods. In addition, it has a 

significant important impact on the later stages of computer vision, such as optical character 

recognition, image splitting, object detection and tracking especially in vehicle detection. 

Thresholds can also be used as a way to separate the foreground from the background. It is 

essential to choose appropriate threshold value. If the threshold value is too low, the noise 

will be extracted as an edge, and when the threshold value is high, fewer edges will be 

detected. To prevent such a problem, the optimal threshold is used instead of a fixed 

threshold. Using a single threshold means using a value of thresholds that turns the image 

into a black-and-white image. Using a binary image is effective in increasing the 

computation speed or reducing the storage space. Detection accuracy can be increased using 

a maximum of a suitable threshold value. The single threshold condition is as follows [10]:  

𝐸𝑘.𝑙 = {
1              𝑝k,l

(N) ≥ 𝑇𝑠 

  0              𝑝k,l
(N) ≤ 𝑇𝑠     

 (1) 

where 𝑃𝑘,𝑙
(𝑁)

 and TS are the are the values of pixel k,l and threshold, respectively. A 

threshold algorithm based on the single threshold method of Pirahansiah’s single threshold 

algorithm was used [36]. First, the peak signal-to-noise ratio (PSNR) value is calculated for 

each pixel of the image. The initial matrix is equal to the mean value of the matrix. Two 

random values were selected, and the mean value was divided by these two values. If the 

obtained PSNR value is between these two values, then this value is selected as the 

threshold. 

The same Pirahansiah’s single threshold method can be used to separate foreground 

and background to provide a traffic and accuracy system with reasonable accuracy and 

speed. In this case, this model specifies that the individual pixels are part of the background 

or foreground. 

Input video ResUNet-a 

Feature extraction 

Edge detection 

Feature                   
re-extraction 

Vehicle 
extraction 

Remove 
shadow 
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Shadow removal is a critical step in improving vehicle detection. Therefore, to increase 

the accuracy of vehicle detection, it is necessary to remove the shadow. Several methods can 

remove the shadow: chromaticity, physical, geometry and textures. All shadow recognition 

approaches have different contributions, and can have strengths and weaknesses. Some 

methods are accurate but cannot be generalized to different environments. The physical 

method improves the color accuracy of shadow models by local adaptation, but fails when 

the spectral properties of objects are similar to the background. The small-area texture-based 

method is powerful for pixels whose neighborhoods have textures, but it takes more time to 

implement, and is computationally more expensive. Therefore, the texture of the large area 

gives the method the most accurate results, but has a significant computational load.  

In order to remove the shadows in the proposed method, the color combination and 

contour properties are used to identify the shadow. According to the background extraction 

in the previous steps, the moving object, which is the vehicle, is extracted. At this stage, the 

moving object is detected along with the shadow. The connected domain is marked to be 

compared to the entire foreground area. The moving target contour is extracted, and the 

shadow direction is checked according to the contour trend. A weighted image hypergraph 

is subdivided into hypergraphs using color and location. Then, the pixels in these sub-

hypergraphs are classified as shadow or non-shadow pixels based on color and local 

gradient information. Eventually, the points detected as shadows are removed. 

 The Gaussian mixing modeling is used to detect the vehicle. This method is one of the 

image processing methods that leads to better results of vehicle detection when using the 

detection method with deep learning. 

4. EXPERIMENTAL RESULTS  

In this section, the performance of the proposed method is described. For this purpose, 

we need videos that can test the proposed method’s performance on problematic factors 

such as weather conditions, traffic, shadows and misdiagnosis of other moving objects. 

One of the criteria for evaluating the output performance of edge detection with deep 

learning is the Shannon entropy function [37]. The goal of this criterion is to measure 

information. Higher entropy values are due to greater randomness and less information. 

This criterion can describe with [10]:  

𝐻(𝐼) = − ∑ 𝑞𝑖

𝐿

𝑖=0

log 𝑞𝑖 (2) 

where I and qi are the desired image and the frequency of the pixel i, respectively.  

To find the effectiveness of the edge detection with ResUNet-a, the simulations have 

been done and evaluated on images from Berkeley segmentation dataset exhibited in Table 1. 

This database is a collection of images that contains an empirical basis for research on image 

segmentation and boundary recognition. 

The obtained values show – as depicted in Table 1 - that the lowest entropy value is 

obtained in the edge detection with ResUNet-a, which is valid for all images in this dataset. 

This method can find meaningful edges. In [27], a deep learning method is used to find the 

edge whose entropy values are higher because using architecture ResUNet-a can achieve 

better results.  
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Table 1. The entropy values for the outputs of some of the edge detectors on Berkley segmentation dataset. 

Edge detection method 
Image 

35010 42049 118035 135069 119082 

PSO [26] 0.7213 0.6811 0.6992 0.8112 0.8365 

Deep learning [27] 0.6882 0.6243 0.6836 0.7210 0.7991 

BFO [28] 1.6124 1.5216 1.4245 1.2124 1.4642 

Fuzzy+BFO [29] 0.6331 0.5999 0.5876 0.6675 0.7999 

PSO for noisy [30] 0.6995 0.6778 0.6476 0.7889 0.8999 

GA [31] 0.8211 0.8322 0.8836 0.9214 0.9214 

ACO [32] 0.7715 0.7722 0.7765 0.8833 0.8987 

Neuro-Fuzzy [33] 0.6110 0.6561 0.5788 0.6689 0.7989 

Edge detection with ResUNet-a 0.4527 0.528 0.4852 0.5385 0.6522 

 

Road-traffic monitoring datasets may be appropriate for this purpose. This dataset is 

used to detect vehicles and consists of three videos in separate frames. The movie “M-30” is 

on a sunny day with medium resolution. The second movie “M-30-HD” is in the same place 

as the previous movie but on a cloudy day. The third set is “Urban1” on a low-resolution 

street. The baseline video also uses the CDnet2014 dataset that shows a highway [38]. Fig. 3 

demonstrates the part of the detection results of the proposed method. In this figure, the 

green boxes represent the positive sample accurately detected by the method. 

Fig. 3(b) shows detected edges of the frame. In Fig. 3(c), a vehicle with an incomplete 

appearance is seen, which is shown in Figs. 3(d) and 3(e) as the proposed method recognizes 

it. Fig. 3(f) shows that moving vehicles were detected, but parked vehicles were not detected. 

Figs. 3(g) and 3(h) show that it can make a correct detection even in the presence of shadows. 

From Fig. 3, it can be concluded that this method has succeeded in detecting vehicles 

in: i) cloudy conditions, ii) incomplete appearance of the car and iii) the presence of traffic in 

vehicles where vehicles are stacked and only part of the car is visible in the image. This 

method does not detect stationary vehicles, such as those parked on the side of the road. 

Fig. 4 shows the shadow removal function in the proposed method. This video 

contains a background shadow, which is combined with the shadow in one of the vehicles as 

an example. The simulation result presented on this figure shows that the shadow removal 

was performed correctly. 

The vehicle discrimination rate η, the vehicle detection rate ϕ, and the F-measure 

popular metrics  were used to evaluate vehicle detection performance quantitatively.  

The criteria used for the study are expressed by the following equations [18]: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 +  𝑇𝑁)

(𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁)
 (3) 

𝜂 =
 𝑇𝑁

 𝑇𝑁 +  𝐹𝑃 
. (4) 

𝜙 =
𝑇𝑃

 𝑇𝑃 +  𝐹𝑃 
. (5) 

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
 2𝜂𝜙

 𝜂 +  𝜙 
. (6) 

where TP is true-positive samples, TN is true-negative, FP is false-positive and FN is false-

negative. F-measure is a popular metric used to quantify vehicle detection performance. 
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Table 2 demonstrates the vehicle detection performance of the proposed method 

compared to the state-of-the-art methods. 

From the results shown in Table 2, it can be observed that the proposed method – 

compared to other methods - has achieved the highest values of F-measure and η. 

 

  
                                (a)                               (b) 

            
                                (c)                                   (d) 

             
                                (e)                                   (f) 

             
                                (g)                                  (h) 

Fig. 3. Detection results using the proposed method: a) frame of the video; b) detection for vehicles in a;        
c) imperfect vehicle; d) detection for vehicle in c; e) vehicle detection on d; f) failure to detect parked vehicles 

by the proposed method; g) existence of shadows; h) vehicle detection on g. 
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(a) 

  

(b) (c) 

  

(d) (e) 
Fig. 4. Shadow removal using the proposed method: a) frame of the video with shadow; b) edge detection 

 for a; c) background removal; d) shadow removal; e) vehicle detection. 

 
 Table 2. Vehicle detection performance of the proposed method against state-of-the-art methods. 

Method F-measure η ϕ 

SSD-VGG16 [19] 0.7603 0.7406 0.7811 

YOLOv4 [21] 0.7792 0.7406 0.8220 

YOLOv3 [21] 0.8192 0.8251 0.7992 

YOLOv4+HNEM [26] 0.8798 0.8106 0.9621 

Active Learning [3] 0.8300 0.7430 0.9400 

Gabor+SVM [22] 0.8524 0.7742 0.9481 

Vehicle shadow +ROI entropy [23] 0.7852 0.6737 0.9410 

Harr+online boosting [24] 0.8125 0.7042 0.9600 

Harr and HOG features[25] 0.8521 0.7539 0.9796 

Proposed method 0.8992 0.8369 0.9715 

 

The value of F-measure has increased because the value of η has increased compared 

to the other methods. The amount of ϕ has decreased compared to the method of Harr and 

HOG features, but increasing the amount of η - compared to this method - has led to an 

improvement in F-measure. 
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After the proposed method, the method of YOLOv4+HNEM features has the highest 

values with F-measure = 0.8798, η = 0.8106 and ϕ = 0.9621. The results obtained using the 

proposed method show that the values of the evaluated criteria have been improved 

compared to the rest of methods. The criterions of F-measure and η values have reached 

0.9264 and 0.8854, respectively. The proposed method achieves ϕ = 0.9715 compared with      

ϕ = 0.9796 of the Harr and HOG method. This criterion is very close to the value in the 

method of Harr and HOG which has the highest value. 

Table 3 displays the time and accuracy values for the road-traffic monitoring GRAM 

dataset. In this table, another criterion that was considered is the computational time which 

is evaluated by adding a value processing time for each video frame in each iteration. 

 

Table 3. Time and accuracy obtained by the proposed and state-of-the-art methods. 

Method Parameter 
Video 

M-30 M-30 HD Urban1 

Haar Cascade [14] 
Time [s] 0.08-0.13 0.30-0.44 0.02-0.06 

Accuracy 43% 75% 40% 

SSD [15] 
Time [s] 4-7 11-14 2.6-5.6 

Accuracy 22% 70% 69% 

Mask R-CNN [9] 
Time [s] 2.4-3 2.4-3 2.4-3 

Accuracy 89% 91% 46% 

YOLOv3 [10] 
Time [s] 1-1.8 1-1.8 1-1.8 

Accuracy 82% 86% 91% 

Proposed method 
Time [s] 2.1-2.9 2.1-2.9 2.1-2.9 

Accuracy 92% 93.5% 91.5% 

 

 The proposed method is the best in terms of accuracy with 92.3%. After the proposed 

method, the method Mask YOLO V3 has the highest accuracy. The results show that the 

fastest detector is Haar Cascade, but it offers an average accuracy of 52.7% which has the 

lowest accuracy and cannot be used in many applications. Auspicious results promise higher 

accuracy and higher performance. Since there is a trade-off between accuracy and speed, this 

method has created a good balance between the two criteria. Eliminating the shadow 

increases the calculations of the proposed method, which in turn increases the time required 

to perform the steps. 

The confusion matrix of the proposed method is shown in Table 4. 

 
Table 4. Confusion matrix of the proposed method. 

Video M-30 M-30 HD Urban1 

Vehicle 290 339 798 

Detected vehicles  267 317 731 

 

From Table 4, it can be seen that the proposed method detected 267, 317, and 731 

vehicles for M-30, M-30HD, and Urban1, respectively.   

Fig. 5 shows the average accuracy on the road-traffic monitoring GRAM dataset 

obtained by the proposed method compared to other methods while Fig. 6 shows the 

average time to run the proposed method in comparison with  other methods.  
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Fig. 5. Average accuracy by various methods run on the road-traffic monitoring GRAM dataset. 
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Fig. 6. Average time by various methods run on the road-traffic monitoring GRAM dataset. 

 

The values of Figs. 5 and 6 are the average values obtained from Table 3 to study the 

results more accurately. For example, for the proposed method, the values of accuracy are 

92%, 93.5%, 91.5% for M-30, M-30HD, and Urban 1 datasets, respectively, and its average is 

92.3%. 

The results show that the proposed method is in a good position in terms of speed. The 

two faster algorithms have lower accuracy. To increase the accuracy of the proposed method, 

shadow removal was performed, which led to an increase in calculations. From the results 
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exhibited in Figs. 5 and 6, it can be concluded that the proposed method - which is based on 

deep learning and edge detection - can create a reasonable balance between speed and 

accuracy. 

The proposed method can perform various tasks such as: edge detection, background 

subtraction and threshold techniques to provide a suitable video-based surveillance 

technique. 

5. CONCLUSIONS 

In this paper, a method for vehicle detection based on one of the deep CNN 

architectures was presented. The ResUNet-a architecture was used to detect the vehicle 

because this architecture has high accuracy. Using edge detection in the proposed method, 

led to  reduction in the computational load and a decrease in entropy values. The results of 

evaluating the proposed method  - on videos with different resolutions, presence of clouds 

and busy streets - show an improvement in F-measure and accuracy. Shadow removal is also 

another advantage of this method, which led to improved results and increased accuracy. 

Moreover, the accuracy of detection in complex conditions - such as climate change, presence 

of noise and shadows and low image resolution - has increased. This method was also able to 

detect vehicles in cloudy conditions, incomplete appearance of the vehicle, and the presence 

of traffic in a situation where vehicles are stacked in a row and only part of the car is visible 

in the image. Compared to the well-known methods, the proposed method had the highest 

accuracy. In terms of speed, the proposed method was average. Therefore, a future work, the 

authors intend to focus on improving the time of running the proposed method. 
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